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ABSTRACT

This dissertation demonstrates that a new empirical method, called the Rational Pro-
grammer, can examine the pragmatics of contracts and gradual typing in the context of
debugging at scale and in an automated manner. The method begins with a hypothesis
about how a specification technique’s error information assists in locating bugs. Then, the
method calls for designing an algorithm that simulates an idealized programmer using the
technique to locate bugs. We can then test the algorithm on a variety of scenarios in a
large-scale automated experiment, the results of which provide evidence to either support or
refute the hypothesis.

Concretely, this dissertation provides data from evaluations of two techniques: contracts
and gradual typing. In the case of contracts, the rational programmer helps reveal that while
carefully-designed blame information does live up to its hypothesized debugging benefits,
primitive stacktrace information appears to do so nearly as well. In the case of gradual typ-
ing, the evaluation results suggest that when mistakes occur in code, academic approaches’
specialized error information provide marginally better debugging help; when mistakes oc-
cur in type annotations, however, the results do suggest that the special error information
offers valuable debugging information. These results demonstrate the value of the rational

programmer and point to several directions for future investigations.
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CHAPTER 1
INTRODUCTION

This dissertation provides arguments in support of the following thesis:

Evaluating the pragmatics of debugging with contracts and gradual types, with
the rational programmer, provides evidence that contract-based semantics and

blame are useful for debugging.

In the rest of this chapter, I give a high-level explanation of the key pieces of this thesis

before outlining how the remaining chapters dive into these pieces in detail.

1.1 A First Taste of Contracts and Gradual Types

All software has bugs; unfortunately, we usually do not know what or where they are.
Specification techniques aim to help developers deal with this reality by allowing them to
define a separate, detailed specification of what a program is intended to do and subsequently
verify the actual program against that definition. There is a broad and varied array of
specification techniques available to developers today, each offering different trade-offs in the
kinds of specifications they support and how they are checked.

To illustrate the nature of these techniques and their different trade-offs concretely, con-
sider the simple example of figure 1.1a. The figure presents a basic snippet of pseudocode
consisting of two function definitions: one function g, performs a simple string-length oper-
ation on its input, and another function f, which accepts two inputs and applies g to each

before calculating the minimum of the two results. Although extremely simple, this program



Plain program

def g(x):
return len(x)

def f(a, b):
return min(g(a), g(b))

(a) No specifications

Partially typed

def g(x: string) -> int:
return len(x)

def f(a, b):
return min(g(a), g(b))

(c) Gradual Types

15

Typed

def g(x: string) -> int:
return len(x)

def f(a: string, b: string) -> int:
return min(g(a), g(b))

(b) Static Types

Contracts

def g(x):
# Pre: x 1= ""
# Post: result > O
return len(x)

def f(a, b):
# Pre: a != "" gg b I= "
# Post: 0 < result <= 100
return min(g(a), g(b))

(d) Contracts

Figure 1.1: Comparative view of specification tools in software development.
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snippet is sufficient to demonstrate the key ideas of the specification techniques that this
dissertation focuses upon.

By far the most prevalent specification technique in practical use today is static types.
Static types require developers to annotate their code with types describing what datatypes it
uses. For example, figure 1.1b is the example program with type annotations specifying that g
accepts a string and returns an integer, and that f accepts two strings and returns an integer.
A type checker can then use these annotations to catch situations where the annotations of
different pieces of code don’t match up, which probably corresponds to a mistake in the
code. A significant weakness of type checking is its conservative nature, though, meaning
it occasionally rejects correct code. While this dissertation does not investigate static types
(sec. 7.2.1 identifies a significant body of existing work in that context), it serves as a useful
starting point from which to introduce gradual types and contracts.

Gradual types add a little flexibility to static types by allowing programmers to leave
parts of their code un-annotated (or un-typed). Figure 1.1c illustrates one way this can look,
with g annotated (typed) and f not (untyped). In the absence of complete types, the type
checker checks as much as it can using what annotations there are in the program, making
optimistic decisions in the face of insufficient information. In some approaches, gradually
typed languages convert annotations into dynamic checks to compensate for the incomplete
type information. For instance, the type checker may need to know that the result of f is
an integer in order to typecheck some use of £, but may not verify that fact itself because f
is untyped; in that case, some gradually typed languages add a run-time check that ensures
f’s result is an integer after every time it is called. Gradual types cater to the practical
realities of prototyping and incremental development, allowing developers to introduce types

piecemeal into existing, untyped codebases.
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Diverging significantly from types, contracts represent an entirely different specification
approach. They enable programmers to write specifications in terms of pre- and post-
condition assertions, which are verified dynamically as the program executes. As the ex-
ample specifications of figure 1.1d illustrate, this approach supports highly expressive speci-
fications; g’s contract, for instance, stipulates that its input should never be an empty string
and that its output lies within the range 1-100. While thus supporting arbitrarily precise
specifications, contracts are only checked as the program runs—often leading to performance

overheads.

1.2 Debugging with Contracts and Gradual Types

The prior section demonstrates the differences between contracts and gradual types in terms
of what kind of specifications programmers can write. Another major distinguishing factor
between these options, however, is what happens when either technique does detect a problem
in the program; in particular, the information they offer to help developers debug the problem
varies dramatically between techniques.

To illustrate concretely, consider again the examples of the prior section. With static
types, the type checker raises an error before the program runs that identifies one or more
pieces of code where the type annotations don’t match up. With contracts, the contract
system halts the program with an error that describes which assertion failed, and the value
that fails to satisfy the assertion; in addition, contracts provide a special mechanism intended
to help with debugging called blame, which identifies one part of the program as being at
fault for the violation. Finally, gradual types offer a range of different possible information,
including type checker errors just like static types, blame information similar to that of

contracts, or just plain stacktraces. Table 1.1 summarizes these differences compactly, with
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one row naming the kind of information each technique provides, one row describing it, and

a third row providing an example.

Table 1.1: Error information comparison

Static Types Gradual Types Contracts
Type checker error before | Type checker error before | Contract violation  with
running program running program blame

Blame like contracts

Stacktraces
Identifies mismatched types | ... see left and right ... Identifies failed assertion,
at some program location the witness value, and

blames one component

expected String, stacktrace: f 101 fails postcondition
found Bytes g 0 < result < 100,
on line 7 blaming f

1.3 Pragmatics

The question this dissertation begins with is how useful the different kinds of information of
the prior section are and how they compare to each other.

Unpacking this question: Semantics—i.e. formal models and their properties—provide
precise understandings of what error information these techniques produce. However, se-
mantic models and their properties don’t make connections from that error information to
practical outcomes like locating bugs. Hence, the question at hand is what those connections
look like—or if they exist at all.

In this dissertation, I call connections of this nature the pragmatics of the techniques
at hand, and I investigate them with a recently developed methodological framework called
the rational programmer. This dissertation is a first application of that idea to understand

the pragmatics of debugging with the run-time errors produced by contracts and gradual
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types. At a meta-level, therefore, the dissertation can also be understood as a validation of

the usefulness of the rational programmer framework.

1.4 The Rational Programmer

Chapter 2 provides a detailed overview of the rational programmer framework. At a very
high level, in the context of debugging with specifications, the framework consists of four
pieces. First, a hypothesis about how the semantics of a specification technique relate to
pragmatic outcomes like locating bugs; second, the design of an automated procedure that
leverages the hypothesized semantic-pragmatic connections to locate bugs; third, a large
scale automated experiment that tests the procedure on real programs; and fourth, a set of
data, resulting from that experiment, providing evidence that either supports the hypothesis

or provides concrete examples refuting it.

1.5 Outline

The rest of this dissertation is organized as follows. Chapter 2 provides a high level overview
of the rational programmer framework and its key pieces. Chapter 3 describes the key
challenges involved in instantiating that framework in the specific context of debugging
with contracts and gradual typing, and the key insights to overcome them. The following
three chapters then apply those insights to design three rational programmer experiments
evaluating contracts and gradual typing in the context of debugging; chapter 4 describes a
rational programmer experiment for contracts, chapter 5 describes one for gradual typing—
under one assumption about gradual types, and chapter 6 describes a followup experiment
for gradual typing that flips the assumption of the former one. Finally, chapter 7 provides

an overview of related work, and 8 concludes with a few directions for future work.
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CHAPTER 2
THE RATIONAL PROGRAMMER FRAMEWORK AT A HIGH LEVEL:
LINKING SEMANTICS AND PRAGMATICS

At a high level, the rational programmer is a framework for empirically investigating ques-
tions about how information provided by programming languages and tools relates to prac-
tical outcomes. The framework consists of four pieces.

Hypothesis. From these abstract questions, the framework concretely begins by formu-
lating hypotheses about their answers. To illustrate the nature of these hypotheses, consider
for example a hypothesis about locating bugs with blame information from contracts. A
good hypothesis for this context posits a concrete relationship between the error information
offered by the technique and the location of bugs, such as being able to translate the infor-
mation into the location of a bug. Concretely, this idea can be formulated as the following

hypothesis:

blame from contracts can be translated into the location of a bug by iteratively

adding stronger contracts to the blamed component.

¢ 0 Al

(1) (2) (3) (4)
hypothesis  procedure experiment analysis

Figure 2.1: Rational programmer framework overview.
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Automated procedure. The next piece of the rational programmer framework is to
design an automated procedure that reifies or puts the hypothesis into action. That is,
the procedure leverages the hypothesized relationship between semantic information and
practical outcomes to accomplish a task. Continuing from the example hypothesis about
contracts’ blame, an example procedure could automatically respond to blame by adding
stronger contracts to the blamed component and then re-running the program, repeating
until it can no longer proceed—say, when the blamed component can not be given any
stronger a contract.

Experiment. With the procedure in hand, the next piece is to test it out on real
programs in a large scale automated experiment. In terms of the running example, the idea
of the experiment is to run the procedure on a large corpus of buggy programs and recording
for each such test whether the procedure succeeds at locating the program’s bug.

Analysis. The result of that experiment is a set of data about the procedure’s perfor-
mance with respect to its goal. In particular, that data consists of two parts: one, the tests
for which the procedure succeeds, provides evidence in support of the original hypothesis; the
set of tests for which the procedure fails, on the other hand, are concrete counter-examples
refuting the hypothesis. Besides helping to understanding why the hypothesis doesn’t hold,
these counter-examples can also serve as test-cases with which to improve the design or im-
plementation of the language technique or tool under evaluation. To make things concrete in
terms of the running example, the data for that experiment provides (1) evidence that blame
can be translated into the location of bugs, and/or (2) example programs where blame leads
the procedure astray.

Figure 2.1 summarizes this overview of the rational programmer framework pictorially.

The first component is the hypothesis positing a specific relationship between error infor-
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mation and bug-finding. The second is a procedure reifying that hypothesis. The third is a
large-scale experiment testing the procedure on real programs. The final component is the

data resulting from the experiment.
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CHAPTER 3
FROM THE RATIONAL PROGRAMMER FRAMEWORK TO A METHOD
FOR DEBUGGING WITH CONTRACTS AND GRADUAL TYPES

Figure 2.1 outlines four essential components to the rational programmer framework. This
chapter describes how I instantiate this framework into a concrete method for investigating
the pragmatics of contracts and gradual typing in the context of debugging, which requires
refining and overcoming challenges in most of those components. The following sections
consider each challenge in turn, expanding upon what each entails and sketching how I
overcome them in my work. This chapter lays the foundation for the following three chapters,

which illustrate how to build three concrete experiments in the image of this outline.

3.1 Making Automatable Procedures

The second component of the framework is a procedure reifying the hypothesis that the
experiment examines, putting it into action—to try to locate bugs, in this specific context.
This piece presents an essential challenge. The trouble is that most interesting ways of re-
sponding to debugging information (e.g. adding correct contracts to the blamed component)
are not automatable. To overcome this, the key insight I use in my work is to pre-bake
possible responses for the programs under test.

To illustrate the challenge and solution, consider the example hypothesis from the prior
chapter (2) about translating contracts’ blame into the location of bugs. A procedure reify-
ing that hypothesis must be able to automatically add precise and correct contracts (or

increase their precision) for an arbitrary component that is blamed. The reality, however,
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is that crafting contracts is a fundamentally creative task that requires an understanding of
the component at hand, what it is intended to do, how it is intended to fit in with other
components in the program, and how those pieces lead to a succinct description of correct
behavior. Indeed, even in the context of plain type-level specifications this remains a largely
open problem [Campora, Chen, Erwig, et al. 2017; Garcia and Cimini 2015; Kristensen and
Mgller 2017a; Migeed and Palsberg 2019; Miyazaki et al. 2019; Phipps-Costin et al. 2021;
Rastogi, Chaudhuri, et al. 2012].

Instead, suppose we start from a set of (buggy) programs that don’t have contracts. A
human can look at any of those programs and perform the reasoning necessary to come up
with suitable contracts for every component in the program. If we record these manually-
written contracts in copies of the components, then we obtain two parallel versions of the
components in a program: the original ones without contracts, and corresponding versions
with our manually-written contracts. With this construction, we can select one of the two
versions for every component in the program to get a configuration of the program — a
concrete instantiation of these possible choices in a single program that we can run. And if
running such a configuration results in blame identifying some component in the program, it
is trivial to construct an automatic procedure to add contracts to that component—simply
swap in the version with a pre-written contract to get a new configuration. Of course, the
manual labor required by this solution raises significant scalability questions; section 3.3
describes how I manage that problem.

As a final note, the essence of this idea comes from Greenman [2023], Greenman, Takikawa,
et al. [2019], and Takikawa, Feltey, et al. [2016], who introduce the GTP benchmark suite.
Essentially, the suite provides parallel typed and untyped versions of each component in ev-

ery program of the suite, enabling automated experiments that investigate the performance
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effects of adding types to various components in a program.

3.2 Designing a Rigorous Experiment

The third component of the framework is an experiment that tests how successfully the
procedure is able to locate bugs in real programs. Obtaining meaningful results from such
an experiment requires careful design of the experimental setup. Testing the procedure of
the prior subsection on some corpus of scenarios allows answering two kinds of experimental

questions:
1. How reliably does the procedure succeed at the debugging task (locating the bug)?
2. What does the process looks like?

The first question quantitatively captures the pragmatic value of the technique under
evaluation for locating bugs. The second question offers a secondary lens to understand
how the technique helps the rational programmer succeed (or fail). It supports asking, for
example, how quickly the rational programmer typically succeeds.

However, answers to these two questions alone are not usually sufficient to provide a
solid basis for understanding the comparative pragmatics of different competing techniques.
In particular, it is unclear how the answers to the experimental questions offer insight into
whether, for instance, Typed Racket’s blame offers better debugging information than Era-
sure. Consider for example if the results show that some procedure reliably succeeds using
Typed Racket, and that it also reliably succeeds using Erasure; in that case, we have little in-
formation about how the two compare directly (e.g. do they succeed in different scenarios?),
nor do we have information about whether blame is responsible for Typed Racket’s success.

In other words, the experimental questions are not themselves comparative in nature. Truly
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understanding the value offered by a technique requires comparison, at the very least against
established baselines.

The rational programmer framework can enable such comparisons through a mechanism
dubbed modes. Modes are variations of the original procedure under examination, which
embody the same original hypothesis but using a different technique or source of information.
Each mode can be tested in independent sub-experiments to obtain answers to the two kinds
of experimental questions alone, and then all the answers together can be synthesized into
a fuller understanding of the comparative pragmatics of different techniques. In doing so,
it is of course critical to control all the experimental variables so that only the point of
comparison changes across each sub-experiment, so that differences in the answers to the
experimental questions can be accurately attributed.

In more concrete terms, the multiple modes of an experiment embody both the various
techniques under evaluation and baselines against which to compare them all. One such
baseline that is useful for all evaluations of debugging information is a mode that acts
randomly, using no information at all, which captures a sort of null hypothesis. This random
mode provides a baseline against which to establish the non-random nature of the debugging
information offered by a technique, and what benefits a technique offers over random chance.

Hence, with modes enabling comparative evaluation, the experimental questions of chap-
ter 4-6’s experiments additionally include some number of comparative versions of the first
question; that is, how reliably is one mode better than another mode (i.e. mode A succeeds
but mode B fails for the same scenario)? In cases where both modes succeed, answering these
comparison questions may also require considering the debugging process of the two modes
to decide which is better (e.g. mode A succeeds faster than B). That leaves in total a space

of experimental questions, summarized in table 3.1. There is one experimental question per
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Table 3.1: Types of experimental questions.

‘ per technique per pair of techniques per mode (optional)

Question ‘ Better than baseline? A better than B? What does process look like?

technique of interest asking whether the corresponding mode is better than its baseline, one
question per pair of techniques asking if either of the two are reliably better than the other,
and optionally another question per mode asking what the debugging process looks like for

that mode (e.g. is it typically quick, or lengthy?).

3.3 Obtaining Scenarios for an Experiment

The experiment component poses another essential challenge for practical implementations of
the rational programmer framework. A rigorous experiment needs buggy test programs with
significant and reliable information about their bugs: their nature, their location, and strong
confidence that there are not more unknown bugs. While there is a wealth of buggy software
available in online repositories, there is no curated collection with this key information about
the bugs represented, so obtaining such programs is a challenge.

To overcome this challenge, the insight I use in my work is to obtain such programs by
injecting bugs ourselves using mutation analysis [DeMillo, Richard J. Lipton, et al. 1978;
Y. Jia and Harman 2011; Richard J Lipton 1971]. The essential idea of mutation is to make
small syntactic modifications to a program, such as swapping a + with a - or a 1 with a
0. Each such modification is dubbed a mutation of the original program, creating a mutant
which has a single known potential bug.

This approach has several advantages, but also comes with drawbacks. The principal

advantage of this approach is that by injecting the bugs ourselves, we have all the informa-
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tion we need about them. Furthermore, by starting with a seed set of programs which is
well-tested, we can have confidence that the only bug in the program is the one we injected.
The drawbacks are that not all mutations actually introduce interesting bugs, and that the
relationship between mutations and real bugs that programmers actually make is unclear.
To address the first drawback, we develop criteria describing the suitability of mutants and
ensure that we create a large and diverse population of mutants satisfying those criteria (see
secs. 4.5.2.1, 5.6.3, and 6.5.2.1). To address the second drawback, we use or design mutators
that have been carefully selected to fit the kinds of bugs under study in each of the three
experiments (see in particular sec. 6.5.2.1). Furthermore, there is some empirical evidence
that mutations effectively simulate real faults in the context of test suite evaluation [Andrews
et al. 2005; Just et al. 2014] and fault localization [Papadakis and Le Traon 2015], despite
clear differences in the syntactic nature of real faults [Gopinath, Jensen, et al. 2014] and
the fact that many real faults may not even be attributable to a single location in a pro-
gram [Thung et al. 2012] With all that in mind, the second drawback ultimately constitutes
a threat to validity of this approach (see secs. 4.7.1, 5.8.2, and 6.7.3).

Mutation introduces a secondary challenge, however, because it typically produces more
mutants than are feasible to actually test. To overcome this challenge in my work, I sample
from the population of all possible scenarios to obtain a smaller set that is feasible to run. In
particular, I use a stratified random sampling approach that trades a significant amount of
computational work for a modest reduction in the statistical confidence of the experimental
results. The key idea of this approach is to divide the population of scenarios induced
by mutation into groups, and then sub-groups, and sub-sub-groups, and so on, based on
characteristics of the tests—e.g. which source program the mutant corresponds to, which

mutator created the mutant, etc. Since we know that these groups each have different
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characteristics, we can select a few representatives from each group to obtain a sample; it
will be a diverse sample of the overall population that is representative of its variety in those
characteristics, and that representativeness translates to better confidence. While this is an
abstract summary, section 4.5.3 describes one such concrete stratification in detail, and all

the other chapters essentially replicate the same sampling strategy.
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CHAPTER 4
EXPERIMENT 1: BEHAVIORAL CONTRACTS AND BEHAVIORIAL
BUGS IN CODE

This chapter demonstrates how to instantiate the rational programmer framework to evaluate
the pragmatics of contracts in the context of debugging. It is an adaptation and extension
of Lazarek, A. King, et al. [2020], including a full reproduction of the experiment with some
significant structural changes. As such, this is joint work with Alexis King, Samanvitha
Sundar, Robby Findler, and Christos Dimoulas.

The chapter begins with the essential background on contracts and blame (sec. 4.1)
before instantiating the pieces of the framework (secs. 4.2-4.5), describing the results of the

experiment (sec. 4.6), and discussing them (secs. 4.7-4.8).

4.1 Background: Contracts and Blame

The origins of contracts and blame in higher-order languages [Findler and Felleisen 2002]
can be traced to an apocryphal story.! Once upon a time, a young PhD Student embarked
on the mission of building a programming environment for a newly-hatched higher-order
language. The road to success was (and still is) strewn with vicious bugs, and the Student
fought for days, months and years to weed out as many of them as possible. Some times
though, the battle was impossible to win... The Student had to deal with havoc-causing

faulty callbacks and other powerful values from other people’s code. All the Student could

IThis story is a work of fiction. Names, characters, business, events and incidents are the products of
the authors’ imagination. Any resemblance to actual persons, living or dead, or actual events is purely
coincidental.
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do was labor hard to trace where the values came from, and try even harder to convince the
authors’ of that other code that the problem was on their end and their responsibility. After
repeating this process again and again, the Student finally made a wish; “I wish there was a
way to say what values others should give to my code, and if they do not comply then they
get blamed!” And so contracts and blame came to be. Happily ever after, contracts caught
all the stray values, blame showed where they came from, and the Student had to worry no
more about which piece of code was at fault.

To understand the basics of modern higher-order contracts, consider figure 4.1. It depicts
a snippet of a Racket program that calculates an infinite stream of prime numbers using the

Sieve of Eratosthenes. The snippet consists of three function definitions:

e sift is a function that consumes a number n and a stream of numbers st and returns

a stream that contains the same numbers as st except those that are multiples of n;

e sieve consumes a stream st, and constructs a new stream with the same head (hd)

as st and the recursively sieved tail of st after sifting from it hd;

e primes is the stream that sieve returns when given the stream of all naturals starting

at 2.

In this example, we will refer to top level definitions as components.

Three of the definitions come with contracts.?

e The contract for start, integer?, states that it is an integer. In detail, this flat
contract is a predicate, and the contract system checks that contract by checking that

start satisfies the predicate when the definition of start is evaluated.

2In Racket, programmers can opt to accompany some definitions with a contract using the
define/contract form.
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sieve : racket

;; ... dependencies omitted ...

;; ‘sift n st
;; Filter all elements in ‘st‘ that are
;5 divisible by ‘n‘. Return a new stream.
(define/contract (sift n st)
(-> integer? stream? stream?)
(define-values (hd tl) (stream-unfold st))
(cond [(= 1 (modulo hd n)) ;; <- a bug
(sift n tl)]
[else
(make-stream hd (A () (sift n t1)))]1))

;; ‘sieve st Sieve of Eratosthenes

(define (sieve st)
(define-values (hd tl) (stream-unfold st))
(make-stream hd (A () (sieve (sift hd t1)))))

(define/contract start integer? 2)
;; stream of prime numbers
(define/contract primes

(streamof (and/c integer? prime?))
(sieve (count-from start)))

Figure 4.1: The Sieve of Eratosthenes, with a bug pointed out by the comment.
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e The contract for sift, (-> integer? stream? stream?), states that it is a func-
tion that consumes an integer and a stream and produces a stream. Unlike flat con-
tracts, higher-order contracts like function contracts can not be completely checked
immediately upon evaluating the definition of sift. The contract system can check
that sift is a function (and, in Racket, that it accepts two arguments) — so-called
first-order properties — but it is unclear how to know from the function value alone
whether it will return a stream when given an integer and a stream. When the function
eventually gets applied with some particular inputs, however, the contract system can
check the input contracts and the function’s result; in other words, the contract system

needs to delay (most of the) checks for higher-order contracts.

e The contract for primes, (streamof (and/c integer? prime?)), states that itisa
stream of integers that are also prime numbers. Streams are also higher-order values,
because they are essentially a pair containing the head of the stream, and a function

that returns the rest of the stream.

When a contract check fails, the contract system raises an error with information intended
to help programmers determine the cause of the problem. As basic pieces of information,
these error messages identify which contract failed, the value that failed the check, and a
stacktrace describing where in the program the check failed; this information may be sufficient
to determine the cause of simple contract failures (e.g. for purely first order contracts like
that of start).

For higher-order contracts, however, that information may not be sufficiently helpful, so
contracts also provide specialized debugging information called blame. The trouble stems
from the delaying necessary to check higher-order contracts; consider that in languages like

Racket, functions are first-class values, so they can flow through a program to places that have
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no direct connection to the point where they are defined (or created, or acquire a contract).
In large programs with many components and complex value flows, it may therefore be
difficult for a programmer to understand which component actually produced the value
which fails to satisfy the broken contract. To address this problem, Findler and Felleisen
[2002] describe contracts as establishing obligations between the component providing a value
and components that use that value. For example, sift’s function contract establishes the
obligations that components which call sift are responsible for providing an integer and a
stream as inputs, and it is sift’s own responsibility to return a stream. By tracking these
obligations as the program runs, the contract system can identify which component is to

blame for supplying the value causing a contract violation.

4.1.1 Debugging with Blame

Twenty years on, stories like those at the start of the section sustain a folklore belief in
the potency of blame for helping programmers find software bugs.® Papers about higher-
order contracts contain claims in the vein of “blame kicks off the debugging process in the
right direction” or “blame narrows down the search for the bug”, despite a lack of systematic
supporting evidence (e.g. [Dimoulas, Findler, and Felleisen 2013; Dimoulas, New, et al. 2016;
Strickland and Felleisen 2009b; Waye et al. 2017]). This dissertation examines whether the
reputation of blame is justified in Racket’s contract system.

Getting down to specifics, the contracts community has an established programming
practice for dealing with blame that we call blame shifting. It goes like this: if a programmer
is convinced that a blamed component does not contain a bug, then the programmer increases

the precision of the contracts between the component and other components in an attempt

3See for example https://beautifulracket.com/jsonic-2/contracts.html (accessed November
2019).
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to detect faulty values the component received. That is, the programmer attempts to shift
the blame to some other part of the program as a means of digging down to the root cause
of the problem.

This blame shifting practice serves as the main source of inspiration for the hypotheses
and procedures tested in the rest of this dissertation, so it is useful to walk through an
example. Consider again figure 4.1; these contracts are sufficient to uncover a bug we planted
in the implementation of the Eratosthenes sieve. In detail, when we run the program and
attempt to inspect the first two elements of primes, the contract system complains that
the stream’s second element is 4, an integer that is definitely not prime. Thus it fails
the prime? part of the contract of primes. Together with the information about which
value failed which contract, the contract system provides blame information that identifies
the component responsible for the problem. In this case, blame points to primes, which
promised to be a stream of primes.

However, even a cursory inspection of primes suggests that the problem is not actually
there. As the comment in sift of figure 4.1 shows, the problem is with sift. In contrast
to what it is supposed to do, sift fails to remove from its st argument elements that are
multiples of its n argument. Unfortunately the contract of sift is not precise enough to
detect this discrepancy, and sieve does not have a contract at all. This reflects a fundamental
aspect of the design of contract systems; programmers can choose the level of precision of
the contracts of their components and the contract system reports only a mismatch between
the contracts and the program’s behavior. Hence, in the absence of precise contracts, blame
points to the component whose contracts detect that it handles a faulty value. In fact,
this value may have reached the blamed component from somewhere else in the code under

contracts that are insufficient to detect the bug (if there are any at all). Specifically in our
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example, primes ends up getting blamed because it has blindly trusted these two components
to produce values about which primes makes promises in its own contract [Dimoulas and
Felleisen 2011; Dimoulas, Findler, Flanagan, et al. 2011].

The above justification of blame is the source of the key insight for evaluating blame: if
we make the contract of primes more precise, then the contract system should be able to
detect the problem and give us blame information that is more accurate with respect to the
location of the bug. Specifically, the contract system should detect that primes received a
faulty value. In general terms, heeding blame and increasing the precision of the contracts
in a program should eventually lead to the identification of the component that contains the
bug.

Back to our example: even though primes seems to be as precise as possible, in fact, it is
missing something important; primes interacts with and receives values from sieve. Thus
increasing the precision of the contract of primes requires making the contract of sieve
more precise, at least for the use of sieve in primes.*

Figure 4.2 shows three candidate contracts for sieve ordered by increasing precision.
The first, (a.1), states properties of the tags of the argument and result of sieve. Of course,
this is insufficient to change the behavior of the program; sieve does indeed produce a
stream when given a stream. Thus, attempting to inspect the first two elements of primes
with this new contract results in exactly the same contract error that blames primes. The
second contract, (a 2), is also insufficient; the result stream does contain integers, just not

the right ones.

4This is a subtle point of the design of Racket’s contract system. Even though we refer to the contract
of a component as a single entity that regulates all its interactions with any other component in a program,
even those may not control, Racket’s contract system pushes programmers to split the contract into multiple
contracts spread across a number of components. For simplicity, however, we treat all of these pieces as
the single contract of a component. In fact, recent updates to Racket’s contract system have introduced a
mechanism (called contract-in) that make this treatment more natural.



sieve-contracts : racket

3333333333333 (a) contracts for sieve 3333333333333 333
;5 (a.1) a tag-checking contract for sieve

(-> stream? stream?)

;5 (a.2) a type-like contract for sieve
(-> (streamof integer?) (streamof integer?))

;5 (a.3) a very precise contract for sieve
(-> (streamof integer?) sieved-stream/c)

5535333555555 (b) contracts for sift ;;55555555555355555
;5 (b.1) a type-level contract for sift
(-> integer? (streamof integer?) (streamof integer?))

;5 (0.2) a very precise contract for sift
(->i ([n integer?]
[st (streamof integer?)])
[result (n)
(streamof (and/c integer?
(not/c (divisible-by/c n))))])

Figure 4.2: A precision progression of contracts for (a) sieve and (b) sift.

sieve-contracts : racket

(define sieved-stream/c
(stream/dc integer?
(A (first)
(-> (sieved-simple-stream-following/c first)))))
(define (sieved-simple-stream-following/c sieved-n)
(and/c (streamof (and/c integer? (not/c (divisible-by/c sieved-n))))
(stream/dc any/c
(A (first)
(-> (sieved-simple-stream-following/c first)))))

Figure 4.3: Definition of sieved-stream/c.

37
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Further increasing the precision of the contract requires considering the expected be-
havioral properties of sieve beyond “type-level” descriptions. In particular, sieve should
produce a stream where no integer in the stream is divisible by any of its predecessors. To
check this property, the last contract for sieve in figure 4.2, (a.3), replaces the range of the
previous contract, (a.2), with the custom contract sieved-stream/c. The contract verifies
that the stream’s tail contains only numbers indivisible by its head; then it attaches itself
recursively to the tail of that stream, thereby building up the property that no element of
the stream is a factor of any subsequent element. For the interested reader, figure 4.3 shows
the full definition, which uses a custom dependent stream contract combinator stream/dc;
stream/dc accepts first a contract for the head of the stream and second a function which
computes a contract for the tail thunk of the stream when given the head.

Given this precise contract, which captures the functional correctness of sieve, inspecting
the first few elements of primes leads to a new contract error that blames sieve. Blame does
not yet detect the faulty sift but at least it now draws the attention of the programmer
to a point earlier in the path of the faulty value from sift to primes; it singles out the
intermediary sieve. In this way, blame shifts closer to the location of the bug.

Since an inspection of sieve confirms that the bug is not there, the next step is to revisit
the contracts of sift, the component from which sieve receives values. The bottom part of
figure 4.2 shows how we can gradually enhance the precision of the contract of sift to obtain
a contract that, similar to the last one for sieve, precisely describes the expected behavior
of the function. This dependent contract, (b.2), uses the function contract combinator ->i
instead of ->. The former supports naming the arguments and result values of a function to
use them to construct other portions of the contract. In this case, the contract for the result

of sift depends on the argument n, and uses it to enforce that the elements of the result are
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not divisible by n.® Hence it is now sufficiently precise to detect the bug and blame finally
shifts to sift, the definition that contains the bug.

In sum, based on an intuitive understanding of blame and established practice of debug-
ging with contracts, we have translated blame into the location of a bug. This blame-shifting
process consists of following blame through the program, strengthening the contracts on each
blamed component to shift the blame to another one. Eventually, the shifting stopped on

the buggy component in our example.

4.2 The Blame Shifting Hypothesis

Section 4.1 describes how, based on an intuitive understanding of blame, a programmer can
translate blame from contract systems into the location of a bug by shifting blame. This
blame shifting process consists of following blame through the program, strengthening the
contracts on each blamed component to shift the blame to another one. Eventually, the
shifting stops on the buggy component.

This chapter describes a rational programmer experiment that essentially tests the hy-
pothesis that this process is generally able to translate blame from contract systems into the

location of a bug. In other words, the hypothesis is that
blame shifting always results in blame settling on the faulty component.

To test this hypothesis, according to the outline of the method from chapter 2, we must
lay out a procedure that precisely captures the blame shifting process. The next section

distills the ideas of section 4.1 into an automated procedure.

5Indeed, the contract for the result of sift is identical to the non-recursive portion of sieved-stream/c
from the last contract for sieve except that the latter uses the head of the result of sieve instead of n.
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4.3 The Blame Shifting Procedure

In informal terms, the procedure is as follows. For a given scenario, the procedure starts
from the scenario’s initial contract violation and attempts to repeatedly shift blame until it

no longer can. Specifically, the procedure consists of the following steps:
1. run the program to get a contract violation blaming some component A;

2. try to shift blame by making A’s contracts more precise, if possible, and go back to

step 1;

3. otherwise, blame cannot be shifted any more, so check that A is the buggy component.

Blame shifting succeeds if this is true, and fails otherwise.

The next step in the outline of chapter 2 is to construct a large scale automated ex-
periment to test this procedure. In order to do that, however, we need to first overcome
the challenge identified in section 3.1 of automating the addition of contracts (sec. 4.3.1).
Subsequently, we revisit the informal procedure description and formulate it in precise terms

(sec. 4.3.2) before moving on to the experiment design in the next section (sec. 4.4).

4.3.1 Capturing Contract Choices with the Configuration Lattice

Inspired by Greenman [2023], Greenman, Takikawa, et al. [2019], and Takikawa, Feltey, et
al. [2016], the blame shifting process can be understood as exploring a space of configura-
tions of a buggy program, which are instances of that program with a particular choice of
contract for all of its components. Specifically, alongside a program P, we define a contract

map: a mapping from each component to an ordered sequence of possible contracts for that
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component. For example, for some P with components A and B, we write

{A — [ca1, Ca2, Ca3], B — [cb1, Cb2, 3] } (4.1)

to represent the contract map where each component has three possible contracts. Those
contracts are sorted in ascending order of precision, such that c,; < caa < cu3 for instance.®
A program configuration of P is therefore represented by a mapping from each component
to a choice of one contract from the corresponding sequence, such as {A > cu0, B — ¢p1}-
The set of all such configurations can be partially ordered by lifting the precision ordering
on individual component contracts to configurations, forming a lattice L[P]. The top of
the lattice is the configuration mapping all components to their most precise contracts, and
the bottom configuration the inverse. Figure 4.4 illustrates the lattice for the example from
section 4.1 with three components.

The contract map succinctly captures the pre-baked possible contracts (sec. 3.1) that
enable automating the blame shifting procedure. With the map in hand, we can trivially

increase the precision of contracts around any component, thereby sidestepping the challenge

of automatically generating precise contracts.

4.3.2 The Blame Shifting Procedure, Formally

With the terminology of configuration lattices, we can describe the blame shifting procedure
precisely. We describe the entire process of blame shifting with a blame trail. A blame trail
is an ascending path through the configuration lattice (i.e. a sequence of configurations)

starting from any configuration in the lattice that raises an error; we call the starting config-

6A contract cy is more precise than another contract c;, written ¢; < cg, iff a program using ¢, instead of
c1 signals a contract violation whenever the program using c¢; does so. Intuitively, cs should check everything
that ¢; checks, and possibly more.
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primes =~ MaXprines
sift = MaXsife
sieve = MaXsieve

primes ~ maXpripes primes =~ mMaXprines primes ~ typesS,ines
sift ~ typesgife sift = MaXgife sift = MaXsife
sieve ~ MaXgjeve sieve ~ typesSgjee sieve ~ MaXgjeve
primes = MaXprines primes = MaXpripes primes ~ MaXprimes primes ~ none primes ~ typesprines primes ~ typesprines
sift - none sift - typesgis sift  » maXsire sift = maxsise sift  » maXsire sift - typesgife
sieve ~ MaXgjeve sieve = typeSgieve sieve ~ none sieve ~ MaXgjeye sieve ~ typesScieve sieve ~ MaXgjeve
primes = maXprimes primes ~ mMaXprines primes ~ types;rines primes ~ typesS,rines primes ~ none primes ~ types;rines primes ~ none
sift ~ none sift = typesgist sift = MaXsjft sift = typesgis sift = MaXsjft sift - none sift = typesgist
sieve ~ typesSgiee sieve ~ none sieve ~ none sieve ~ typeSgiee sieve - typeSgiee sieve - MaXgieve sieve = maXsieve
primes ~ maXprines primes ~ types; ines primes - none primes ~ types;rines primes - none primes - none
sift = none sift - typesgif: sift = MaXsife sift ~ none sift ~ typesgist sift ~ none
sieve ~ none sieve ~ none sieve ~ none sieve ~ typesSgese sieve ~ typesSgjeve sieve ~ MaXgjeve
primes - typesprines primes ~ none primes ~ none
sift ~ none sift ~ typesgist sift ~ none
sieve ~ none sieve ~ none sieve ~ typesgese

primes ~ none
sift -~ none
sieve ~ none

Figure 4.4: Lattice for the Sieve program.

uration of a trail a debugging scenario. Every configuration in a trail has exactly one elevated
component with respect to the previous configuration, which is the component blamed by
the previous configuration. An elevated component is a component that is mapped to a
more precise contract in the successor configuration than in the predecessor. The elevated
component may increase its contract precision by only one step from those listed in the con-
tract map. An increase in precision of more than one step or of more than one component is
not valid in a blame trail. Thus blame trails consist of a sequence of steps with one elevated
component per step, thereby forming a path through the lattice. Figure 4.5 illustrates the
blame trail followed in the Sieve program example from section 4.1 in these terms.
Formally, we define the blame shifting procedure as a mode of the rational programmer.
There is one wrinkle in this definition that the prior section’s example does not cover. It

may be that none of the contracts in some debugging scenario are strong enough for the
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Trail end

primes - maXyrines
sift  ~ maXgist
sieve ~ MaXgjeve

Blame sift
sift elevated

primes ~ maXprines

sift ~ typesgist

sieve - MaXsieve 4\

Blame siev% sieve elevated
\primes elevated

primes - mMaXprines
> | sift - typesgis
/ sieve ~ typeSsiee
I//

Blame primes
primes ~ types, ines Debugging
sift - typesgis f
scenario

1
1
1
i
sieve +~ typeSgieve
A

'

I

1
successor

predecessor----~

Figure 4.5: Blame trail for the Sieve program.
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contract system to detect the problem, and so running the scenario results in the program
producing an error from some runtime safety check rather than a contract violation error
(which has blame). In such situations, all that a programmer receives alongside the error
message (e.g. “division by zero”) is a stacktrace. The stacktrace is of a fundamentally
different nature than blame—it points to a sequence of all the components that happen to
be on the call stack of the program when it crashed—but it can be interpreted similarly (and
typically is, in practice) as pointers for where to look to debug the problem. Thus the blame
shifting procedure in our definition can fall back on this interpretation of the stacktrace in

the absence of blame, in order to make progress.

Mode definition: Blame
A Blame trail is a sequence of configurations s, ...s, of a program P such that
forall0<i<n-—1,s; < sjq and

{blame[P, s;]} if (the program for) s; produces a contract violation
elevated [[s;11, si] =

{exception [P, s;]} otherwise

where
1. blame[P, s] denotes the component (of P) that the contract violation from
running s blames, and

2. exception [P, s] denotes the first component in the stacktrace produced by s

that can be elevated.
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4.4 The Experiment in Precise Terms

4.4.1 Success, Failure, and Usefulness

Blame trails as defined in 4.3.2 terminate when they cannot be extended any further, i.e.
the component identified by the error in the last configuration cannot be elevated. Once
terminated, trails can be either successful or failing depending on whether the component

identified by that last error contains the bug or not.

Definition: A blame trail s, ...s, in a lattice L[P] for which component M con-
tains a bug is successful iff it cannot be extended further and error[P, s,] = M
where error [P, s,] is the component identified either by blame or exception in-

formation produced by s,,.

A blame trail sy, .., s, in a lattice L] P] is failing iff it cannot be extended further

and error [P, s,] # M.

While a successful blame trail indicates that it pays off to heed blame—when available—
while debugging a scenario, it does not answer whether blame is a critical piece of the rational
programmer’s process. For instance, contract violations carry stacktrace information as well
as blame, so ignoring the blame and using the simpler stacktrace information alone might
be as useful as using blame. In other words, to understand the importance of blame we need
to compare blame trails against a corresponding mode that ignores blame information. We

therefore define a second mode of the rational programmer that uses exception information
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only to establish a baseline.

Mode definition: Exceptions
An exception trail is a sequence of configurations s, ...s, of a program P such

that for all 0 < i <n—1, s; < s;41 and elevated [s;11, s;] = {exception [P, s;]}.

With this baseline, we define the usefulness of blame by comparing between blame trails

and exception trails that start at the same scenario sg.

Definition: Given a program P and a debugging scenario so in L[P], blame is
more useful than exceptions for debugging sqo iff the blame trail that starts at s

15 successful while the exception trail that starts at sy is failing.

4.4.2 Debugging Effort

In addition to success and failure information for the different modes of the rational program-
mer, there is a different kind of information about trails that we can inspect to understand the
blame shifting process. The length of the trails, dubbed debugging effort, offers a secondary
metric of comparison to usefulness. For instance, effort can shed light on the difference be-
tween two modes’ trails which start at the same debugging scenario and both succeed—one
may reach success faster, which is obviously preferable.

Besides serving as a kind of tie-breaking comparison, measuring effort can also reveal
whether the observed effectiveness of the rational programmer is an artifact of pure chance.
In particular, the effort distribution for one mode can be compared with that of the random
mode that ignores error information entirely and instead selects which component to elevate
randomly. Since each mutant has a finite number of components, random mode trails are

always successful. However, the random mode’s effort distribution should be thinly spread
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out across the range of trail lengths possible in the set of debugging scenarios. In contrast,
the effort distribution of other modes should be quite different if their effectiveness is not

coincidental.

4.4.3 Experimental Questions

Blame trails and their properties provide the tools for a rigorous examination of blame. In
terms of the kinds of questions outlined in table 3.1 (page 27), this examination collects data
to answer questions corresponding to the first and third columns. The second column is not
relevant here, because there is only one technique under evaluation: blame from contracts.
In the first column, which in this context refers to questions about whether blame is

better than its baseline, there are two related flavors of experimental question:
1 Is blame information useful?
()2 How much more (or less) useful is blame compared to exception information?

()1 has a positive answer if there are any trails for which blame is more useful than
exceptions. More useful here refers to the definition in section 4.3.2. Such trails constitute
evidence that there exist interesting scenarios that the rational programmer manages to
debug because of blame information. Hence, answering it is a simple matter of checking for
the existence of any such a trail.

Answering ()2, however, requires a more nuanced head-to-head comparison of the per-
centage of scenarios where blame is more useful than exceptions and the inverse. From that
comparison a judgment of degree can then be made. However, the two proportions may be
similar, in which case the answer to () may not be clear cut.

Drawing from the third column of table 3.1, with the debugging effort metric, provides a
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way to break ties in (). In particular, if the proportion of trails where blame is more useful
than exceptions is similar to that where exceptions are more useful than blame, blame may
still be useful if it reduces the number of modules the rational programmer needs to inspect
in order to locate a bug.

In total, the process to answer the experimental questions boils down to the following

plan:
1. Create a large and diverse corpus of debugging scenarios;
2. Collect the trails for each mode of the rational programmer;

3. Compare the successes and failures of each mode’s trails.

4.5 Obtaining Debugging Scenarios for Contracts

Putting the rational programmer experiment described in the prior section to work in the con-
text of Racket demands several steps. Foremost of those is obtaining debugging scenarios—
i.e. buggy programs with contract maps—on which to test the rational programmer.
Following the insight of chapter 3, we use mutation to inject synthetic bugs in correct
programs. Using mutation, the process entails generating many mutants and turning those
into debugging scenarios. The process must start with a suitable collection of representative
programs, with contract maps (sec. 4.5.1). Then, we apply mutators to inject synthetic
faults (sec. 4.5.2). That unfortunately results in too many debugging scenarios to test them
all, so we sample the space (sec. 4.5.3). As a reference along the way, figure 4.6 provides an

overview of the resulting experimental process.
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Table 4.1: Benchmarks summary

program | description (author) features exercised

dungeon | An imperative program that generates floor | lists, structs, first-class
maps for an RPG game. (Vincent St-Amour) | classes, objects, vectors,

mutable hashes

forth An interpreter for the Forth programming | lists, classes, objects, lists,
language using the object-oriented command | ho functions
pattern. (Ben Greenman)

kcfa A functional implementation of a control | structs, lists, hashes, sets
flow analysis for the lambda calculus. (Matt
Might)

mbta An imperative, object-oriented knowledge | lists, classes, objects, hashes
base that answers queries about the Boston
transit system. (Matthias Felleisen)

morsecode| An imperative implementation of the Leven- | lists, vectors, hashes, ho
shtein distance algorithm plus some Morse | functions
coding. (Neil Van Dyke and John Clements)

sieve Defines a simple stream data type and uses | structs, lists
it to implement the Sieve of Eratosthenes.
(Ben Greenman)

snake A functional implementation of the classic | structs, lists

Snake game using basic recursive list process-
ing. (David Van Horn)
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Table 4.2: Summary of mutators

name description example
constant swaps a constant with a similar value | 0 — 1
arithmetic | swaps arithmetic operators + = -
relational | swaps relational operators < — <=
logical swaps logical operators and — or
conditional | negates conditional test expressions (if (=x0) t e)
— (if (not (= x 0)) t e)
statement deletes expressions from sequences (begin x y z)
— (begin x z)
argument swaps function argument order (f xy)
— (f y x)
hide-method | hides public methods (class object?
(define/public (m x)
x))
— (class object,
(define/private (m x)
x))

4.5.1 Starting Programs from the GTP suite

We begin with a set of seven programs from the gradual typing performance benchmarks
of Greenman [2023|, Greenman, Takikawa, et al. [2019], and Takikawa, Feltey, et al. [2016],
selected from the full set of twenty to representatively capture the diversity of their features.
Some of those programs are highly imperative, some are functional, and others follow an
object-oriented design. Furthermore, the programs combine a wide range of Racket con-
structs such as first class functions, classes, objects, and mutable data. These programs
therefore exercise a correspondingly diverse set of Racket’s contract system features. Each
benchmark comes with an included driver that runs the program on pre-determined inputs,
which do a good job of covering the programs; according to Racket’s coverage tool, the inputs

achieve at least 90% expression-coverage. Table 4.1 summarizes the choice of benchmarks.
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For this experiment, we define components to be the modules of the benchmarks. With
this definition, the benchmarks provide configuration lattices ranging in size from 9 con-
figurations to over 65,000. Note. This is a different choice than Lazarek, A. King, et al.
[2020], who treat top-level definitions as components, for two reasons. First of all, Racket
encourages programmers to treat modules as components, and Racket’s contract system is
largely designed around that perspective. Second, modules are the more standard choice
among Racket programmers.

Finally, we construct the contract maps manually with three levels of precision per com-
ponent. The first level, none, is the trivial correctness property that holds for any compo-
nent; we have implemented it using Racket’s any/c, the contract that accepts all values.
The second level, type, captures type-like properties. For this level, since the programs
originate from Typed Racket’s performance evaluation benchmark suite, we have translated
the Typed Racket types of their definitions into contracts. The third level, max, aims for
partial functional correctness; it consists of the most precise specification we can express
for each definition using Racket’s contract DSL of combinators and predicates, and without
duplicating the component’s implementation as much as possible.

The max level of contracts aims to capture the strongest specification that satisfies some
reasonable constraints or criteria. As such, this level does not aim to be the maximum
precision contract that can possibly be implemented, nor do we require them to be so. For
instance, we did not implement any contracts that use state to monitor extra-functional
properties such as how many times a function is invoked. Instead, our selection of contract
levels reflects our effort to understand blame in Racket when programmers take full advan-
tage of its contract DSL to express functional specifications, and adhere to common-sense

engineering and design principles. Avoiding duplication of the specified component’s imple-
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mentation is the most prominent such principle; although at one level it is a straightforward
way to specify exactly the original, assumed-correct behavior of the component, especially
when that behavior is highly nuanced, this kind of repetition is problematic and unreal-
istic. Such contracts offer no practical value in the real-world for bug detection—because
bugs in the implementation end up in the spec—and the duplication of code creates obvious
maintenance problems.

It is worth noting, however, that it is not always possible for a programmer to write a
sufficiently precise contract to detect a problem without re-structuring their program. That
said, for this study, we elect to consider how we can increase the precision of contracts while
leaving the program proper intact. In other words, we examine the relation between blame
and bugs within the margins of the expressive power of a contract system and a fixed set of

programs.

4.5.2 Injecting Bugs with Mutation

Following section 3.3, we draw inspiration from mutation testing to inject synthetic bugs in
the GTP suite. This provides a convenient and partially automatic method to obtain a large
corpus of debugging scenarios, where each has a single known bug. In this experiment, we
use a standard set of mutation operators from the mutation testing literature, summarized
in table 4.2. Those operators produce thousands of mutant programs that may make a
suitable starting point for the experiment. The determining question is whether the mutant

programs capture an interesting and diverse set of bugs.
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Each plot shows a breakdown of interesting mutants by mutator. Each mutator corresponds
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interesting mutants.

Figure 4.7: Breakdown of interesting mutants by mutator, per benchmark.
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4.5.2.1 Are These Mutators Interesting?

While mutation is well-known for producing huge numbers of mutants, a meaningful experi-
ment requires mutants that are interesting. A mutation is interesting if running the mutant
with all contracts removed raises a run-time error. Mutants that fail to meet this condition
may not contain a bug at all (equivalent mutants); mutants that do, however, clearly change
the behavior of the program, since all GTP benchmarks normally complete without errors.
Thus, this condition provides a convenient filter to ensure that the experiment only involves
mutants that we are certain change program behavior.

Of course, the filter is a conservative one, also removing from consideration mutants that
change program behavior without causing it to crash. Since contracts may be able to detect
such mutants (and raise a contract violation), this choice leaves some portion of decidably
non-equivalent mutants off the table for the experiment. Section 4.7 quantifies and discusses
what this choice means for interpreting the experimental results.

The definition of interesting mutants creates a powerful filter. All together, the listed
mutators produce 3,329 mutants, of which 360 are interesting; see figure 4.7 for an overview.
Broken down by benchmark, the mutators produce at least 50 interesting mutants for every
benchmark (except sieve, which is quite small), and these mutants originate from at least
three different mutators per benchmark. Thus, the mutators result in a sizable and diverse
population of scenarios for every benchmark. Furthermore, every mutator contributes inter-
esting mutants in at least one benchmark. Some mutators apply only to a few benchmarks,
because they target rather specific features; for instance, the class-focused mutators are

mainly effective in a program that makes extensive use of object-oriented features.
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4.5.3 Sampling to make the experiment feasible

When using mutation to obtain debugging scenarios, the configuration lattices and number of
mutants can both become so large as to make the full experiment computationally infeasible.
With 360 interesting mutants and up to dozens of components in each, mutation provides
nearly 500,000 interesting debugging scenarios for this experiment—far too many to try them
all in a reasonable time frame. Following section 3.3, we use stratified random sampling of
debugging scenarios to make the experiment feasible.

With the specifics of this experiment in hand, we can describe stratified random sampling
in concrete terms. Figure 4.8 depicts an overview of the groups we use to stratify the full
population of debugging scenarios described thus far. The first level of grouping that arises
naturally from mutation is to group all of the debugging scenarios generated from the same
source program. Then, within those program-groups, we group by the mutator that injected
each scenario’s bug. Within those mutator-groups, we finally group by mutant, making each
final group the set of all scenarios in the configuration lattice for a given mutant. We perform
standard uniform random sampling within those final groups.

Random sampling makes the experiment computationally much lighter, but it requires
extra care for comparing the results across modes. Since the results for each mode now gen-
eralize with some confidence and margin of error to the entire corpus, directly comparing the
aggregate results of two modes is complex to reason about. Instead, a simpler to understand
and statistically sound approach is to standardize the sample of debugging scenarios (i.e.
select the same sample for all modes) and make the desired comparison on a per-scenario
basis. The methods of answering the experimental questions described in the prior section
capture this approach.

Concretely in terms of this experiment, we perform stratified random sampling with one
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Figure 4.8: Stratification groups for stratified random sampling when using mutation.
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level of stratification across the population of scenarios corresponding to the 360 interesting
mutants, grouping scenarios by mutant. Within each group we sample one hundred de-
bugging scenarios to explore, and thereby obtain a sample corpus of over 45,000 debugging
scenarios. This sample size is enough to obtain a confidence of 0.95 (with margin of error
0.05) about the answers to our experimental questions. See appendix A for the details of the
calculations for the sufficient size of samples for this estimate. Exploring more of the lattice
would yield higher confidence in the generalizability of our results to the entire population of
mutants’ debugging scenarios, but our choice of random sample size reflects the (informal)

standard practice of estimating results to 95 percent or higher confidence.

4.6 Results

We ran the experiment giving each debugging scenario a 10 minute timeout and a 6 GB
memory limit. In aggregate, following all trails required thousands of compute hours.

Figure 4.9 shows the high level success rate estimates of each rational programmer mode
for the debugging scenarios of the experiment. These success rates illustrate points that
form the basis of the rest of our analysis. The blame and stack modes have roughly the same
rate of success at just under 90% of the scenarios, and the null mode has a slightly higher
rate at just over 90%. While this may at first glance seem surprising, an understanding of
the causes of failed trails for each of the modes clarifies these results.

In the blame mode, the rational programmer fails to locate the bug in just under 5,000
scenarios, for two reasons. The first reason is at first glance straightforward: running the
scenario results in an exception from language safety checks rather than blame. In the
absence of blame, the blame mode falls back on stacktrace information to make progress. In

these failing scenarios, however, the stack consists entirely of components already configured
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Figure 4.9: Percentage rates of success.
with max-level contracts. The rational programmer therefore has no indication of where to
look next, so it is stuck. Unhelpful stack traces account for just over 3,800 of the blame
mode’s failing trails.

The remaining roughly 1,100 failures, on the other hand, all correspond to one underlying
problem with Racket’s contract system. In particular, all of the corresponding mutants have
bugs which affect the order in which different components of the dungeon GTP benchmark
call a function that produces a stream of numbers; the order of such calls turns out to be
critical for the functional correctness of the program. For the sake of coherence, we defer an
in-depth discussion of the problem to subsection 4.6.1; the interested reader can either jump
to the subsection and then return, or continue to finish the overview of the results before
digging into the causes of problems like this one.

Turning now to the other two modes, it is straightforward to describe the reasons for their
failures. All of the stack mode’s approximately 5,100 failures are due to unhelpful stack traces
of the same nature as the blame mode’s first 3,800—the additional roughly 1,200 are trails

where blame was available but ignored. And the null mode’s approximately 2,500 failures
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are captured also primarily by unhelpful stack traces in the final (top) configuration, as well
as 600 trails that are thwarted by the aforementioned problem in the dungeon benchmark,
and 131 trails that hit resource limits.

The prevalence of unhelpful stack traces thwarting even the null mode of the rational
programmer in these results suggests that a significant number of the mutants in our corpus
have bugs that the contract system does not detect at all, even in the topmost configuration.
Indeed, that is the case for roughly two-thirds of the mutants; correspondingly, roughly
two-thirds of even the blame mode’s successful trails see no blame at all.

There are two plausible reasons why a mutant may cause a runtime error but not a
contract violation: one is that these mutations cause the programs to crash before they
affect any inter-module interactions mediated by contracts, and the other is that our max-
level contracts are too weak to detect them. The first case accounts for 2,200 of the failing
null mode trails. Closer investigation of the remaining trail failures reveals that they all
belong to two mutants, which exhibit an interesting problem in the formulation of contracts
that are strong enough to shift blame in the GTP benchmark mbta. That challenge is
summarized in subsection 4.6.2.

In order to dig into the actual effect of blame information, the rest of the section will
drill down to the one-third of the mutants (corresponding to 13,800 trails) for which the
contract system is able to detect the bug. It is worth noting that the original iteration
of this experiment [Lazarek, A. King, et al. 2020] did not identify these mutants, despite
using essentially the same set of mutators, programs, and contracts, because the scenario
construction of that experiment filtered them out a-priori; interesting mutants were defined
there to be only those for which the top configuration has blame, as opposed to any runtime

error.
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The plot compares the blame mode (named above the plot) to every other mode; in this case,
the only other interesting mode is the exceptions mode (see chapters 5 and 6 for the general case
of this figure structure). The green bars above 0 depict the estimated percentage of scenarios
where the named mode has more useful information than the other. The red bars below 0
conversely depict the estimated percentage where the named mode has less useful information.
The upper bound margin of error is 0.11%.

Figure 4.10: Head to head usefulness comparisons.
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Figure 4.10 gives a head-to-head account of the success rates of the modes to shed light
on the comparative utility of the sources of error information available to the rational pro-
grammer. Specifically, the plot compares the estimated percentage of scenarios where the
named mode uses more (and less) useful information than each mode named along the x-axis;
that comparison illustrates that in about 4% of the scenarios, blame provides more useful
information than stack traces, but in another (different) roughly 6% of the scenarios, the
inverse is true.

These results offer answers to the experimental questions from section 4.4.3. Concretely,
we can answer question ()7 in the affirmative: blame is useful. There are hundreds of
scenarios where the blame mode improves over the stack mode. That said, there is a similar
proportion of scenarios where the inverse is the case, all due to Racket’s missing support for
protocols.

The answer to ()2 however, is not clearly affirmative based on the data of figure 4.10. The
proportion of scenarios where blame improves over the stack mode is similar to the inverse.
In this situation, the length of successful trails helps to clear some of that uncertainty.
Figure 4.11 depicts the distribution of trail lengths for each mode, where each bar is also
colored according to the proportion of successful and failing trails. There are two main
takeaways from this data. The first is that )2 can be answered slightly in favor of blame,
since it has a higher concentration of mass on shorter trails (of length 2 or less). That
said, even here the answer is not entirely clear, because the stack mode does have significant
portions of trails for which it succeeds in 0 or 1 steps while the blame mode has no such trails.
The second takeaway from figure 4.11 is that both blame and stack information clearly have
non-random influence on the blame shifting process, because the distribution of trail lengths

for each differ from that of the Random mode.
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4.6.1 A Weakness of Racket: Missing Protocol Contracts

To make the discussion concrete, consider the simplified program inspired by dungeon in
figure 4.12. Its next-number! function produces numbers from a pre-defined sequence and
functions asks-for-2-small-numbers and asks-for-1-small-number use next-number!’s
results to call small-number-please. The latter requires that its arguments are less than 10,
and it has a contract that captures this constraint. The first function (asks-for-2-small-
numbers) obtains numbers from the sequence and passes them to small-number-please in
a loop that iterates twice; it does not verify that the numbers are appropriately sized. The
second function (asks-for-1-small-number) does the same but only once. The original
version of the program completes without issue because the sequence of numbers is con-
structed to start with three small numbers. asks-for-2-small-numbers provides the first
two of those to small-number-please, and asks-for-1-small-number provides the third.

However, the mutation noted in asks-for-2-small-numbers causes a failure. It changes
the number of iterations of the loop from 2 to 3, resulting in asks-for-2-small-numbers
obtaining all three small numbers from the sequence. As a result, asks-for-1-small-
number receives 30 from next-number! and the contract of small-number-please blames
asks-for-1-small-number. The bug, however, is in asks-for-2-small-numbers, and
none of Racket’s contract combinators can be used to create a contract for asks-for-
1-small-number that shifts the blame to asks-for-2-small-numbers. Hence, the blame
settles on asks-for-1-small-number despite it not being the faulty component, causing the
trail to fail.

In effect, the program assumes a protocol specifying the number of calls of next-number!,
and Racket’s contract combinators cannot express that protocol. While it is possible to write

contracts that communicate using shared state to enforce the protocol, Racket’s combinators



example : racket

(define numbers (1 2 3 30))

(define (next-number!)
(define n (first numbers))
(set! numbers (rest numbers))
n)

(define/component (small-number-please n)
((<=/c 10) . -> . void?)
#| omitted |#)

(define (asks-for-2-small-numbers)
(for ([i (in-range 2 #| mutate to 3 [#)])
(small-number-please (next-number!))))

(define (asks-for-1-small-number)
(small-number-please (next-number!)))

(asks-for-2-small-numbers)
(asks-for-1-small-number)

Figure 4.12: Simple program inspired by dungeon that defeats blame shifting.
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provide no support for specifying such properties. As a result, the bug evades the contracts
of the components of dungeon and eventually changes the functional behavior of some com-
ponent unrelated to the bug. The contracts therefore do detect the deviation from functional

correctness, but the contract system cannot trace it back to the faulty component.

4.6.2 Buggy or Ill-Structured Benchmarks?

The mbta benchmark exhibits particular behavior that poses a challenge for this experiment.
At a high level, the benchmark exhibits irregular behavior in its output, and the structure
of the benchmark prevents formulating contracts that both satisfy the constraints described
in section 4.5.1 and are precise enough to fully describe that behavior. In detail, mbta
(see table 4.1) generates paths telling a user how to take the various MBTA subway lines
to travel from a starting station to a destination station. To make the path more easily
interpretable, the program adds commentary explicitly identifying points in the path where
the user must switch train lines. Figure 4.13 illustrates an example path containing this
kind of commentary. An intuitive and simple contract describing the correctness of such
paths specifies (among other things) that there must be such a message between all points
in the path where the specific train line changes. The actual implementation of mbta fails
to add this commentary, however, or adds apparently spurious commentary, under certain
edge conditions. Critically, capturing those conditions requires essentially reproducing the
private internal code that produces the commentary. As a result, mbta fails to live up to
the intuitive contract, and a contract that is precise enough to specify its actual behavior
violates our design constraints—namely, the requirement that contracts do not reproduce
the computation they specify. The contracts we use for the experiment resolve this tension

by specifying the commentary behavior at a high level, but weakly enough to be satisfied by
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station A, take blue
station B, take blue
——- switch from blue to red
station C, take red

Figure 4.13: The shape of paths generated by mbta.

the benchmark’s original behavior. Unfortunately a consequence of this weak specification
is that there is a class of mutants that change the commentary behavior of mbta, causing
test failures, but no amount of contract strengthening allows blame shifting to locate the
injected bugs.

There are at least two reasonable perspectives for interpreting this problem. One in-
terpretation is that mbta exhibits a problematic structure for thorough specification with
contracts, where the behavior of a component may not support a high-level description of
correctness independent from its implementation. That is, specifying the correctness of some
components may truly demand reproducing some or much of the component’s implementa-
tion itself, and/or restructuring the original program to expose private details. Because this
kind of duplication and exposure is obviously problematic (see the end of sec. 4.5.1), the de-
mand for it may be an indication that the component itself is poorly designed; if there is no
high level, self-contained description of its correctness, then perhaps it represents a failure to
design a good abstraction. In the case of mbta in particular, the complexity and irregularity
of the commentary behavior, as well as the restrictiveness of the interface by which it is
exposed to the rest of the program, support this perspective. In more detail, mbta’s anno-
tation behavior is exposed to the program by a component with a bare-bones interface that
transforms strings (start and destination station names) to a string (describing the path)—

using the private, internal representation of the subway graph to compute the path and then
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add appropriate annotations. That component is wrapped, however, in another one that
also maps strings to strings by delegating to the first component, creating a scenario where
the outer component lacks the information necessary to formulate a contract strong enough
to support blame shifting without duplicating the inaccessible annotation computation. In
simpler cases than mbta, however, this pattern of duplication between contracts and code for
small and simple components may also indicate an opportunity for improvement in contract
system design, in creating a way for contracts to be specified as part of or integrated with a
component’s implementation in a way that minimizes duplication.

Another interpretation of the problem is that the irregularity in mbta represents a bug
in the program. One could reasonably argue that the program ought to live up to the
aforementioned intuitive contract, and the fact that it doesn’t directly indicates a problem
with the program. From this perspective, the choice to manually write contracts for the
benchmark programs provides an unforeseen additional benefit: the process serves as a
check for the correctness of the original programs (which the experiment assumes). Indeed,
this perspective could just as well be applied to the protocol problem described in the prior
section; a reasonable judgment of figure 4.12’s program (and the original benchmark) is that
the users of next-number! are buggy because they fail to check or ensure the appropriateness
of the number they supply to small-number-please. Ultimately, whether these problems
indicate bugs or something else depends on perspective, but the discovery of these potential-
bugs is in many ways a validation of the experimental design as a whole. This is a useful
check in light of the experimental design’s assumption that mutated programs contain only
a single bug. Indeed, blame shifting in the context of multiple bugs cannot be expected to

locate a particular one of those bugs, for blame may reasonably settle on any one of them.
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4.7 Lessons Learned

The experimental results suggest a few takeaways about the value of blame in Racket’s
contract system. First, blame is useful for locating bugs via the process of blame shifting.
However, plain stack trace information appears to be just as useful on the whole.

That said, the causes of failure for the blame mode of the rational programmer bring up
a useful direction for improvement of Racket’s contract system. In particular, the failures
exemplify an expressiveness problem for Racket contracts. Racket’s contract combinators
cannot, express protocols like the one identified in Dungeon, even though they are quite
common in real programs. For example, file system APIs implicitly come with protocols
about when operations can be applied to a file, and in what order: an open file cannot be re-
opened, a closed file cannot be read or written to, and so on. Protocols do not only describe
temporal properties, but also other restrictions on the proper use of components, such as
security. Thus, protocols are a natural extension for Racket’s contract system. In general,
there have been some steps towards protocol contracts [Dimoulas, New, et al. 2016; Disney
et al. 2011; Heidegger et al. 2012; Moore, Dimoulas, Findler, et al. 2016; Moore, Dimoulas,
D. King, et al. 2014; Scholliers et al. 2015], including recent work adding them to Racket in

the time since the original publication of this experiment [Moy and Felleisen 2023].

4.7.1 Threats to Validity

The validity of these conclusions are subject to two categories of threats. The first category
of threats concern the experimental setup. Some of those are described in preceding sections,
namely: (i) the GTP programs we use may not be truly representative of all programs in the

wild; (ii) our bugs may not be truly representative of all mistakes programmers make; and
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(iii) our manually-written selection of contracts for the experiment may not be representative
of all contracts that programmers write. While the design of the experiment attempts
to mitigate these threats with the careful design and analysis of the scenario generation
(sec. 4.5), the reader must keep them in mind when drawing conclusions.

The second category consists of external threats due to the philosophical underpinnings
of the experimental design. Most fundamentally, the rational programmer itself does not

necessarily reflect the way real programmers use contracts and blame.

4.7.2 Threat: The Rational Programmer is not a Human Programmer

Programming language researchers know quite well that despite their simplified nature, mod-
els have an illuminating power. Consider Standard ML or R6RS Scheme, two languages with
highly rigorous, extensive formal definitions [Milner, Harper, et al. 1998; Milner, Tofte, et al.
1990; Sperber et al. 2009]. Each model simplifies the language to an extremely small kernel,
excluding most of what programmers find useful (e.g., the libraries, the runtime). Yet, many
theory papers use models like this to prove theorems about their designs and thus guide lan-
guage evolution (think Classic Java [Flatt et al. 1998], Featherweight Java [Igarashi, Pierce,
et al. 2001]). Similarly, empirical PL research has also relied on highly simplified mental
models of program execution for a long time. As Mytkowicz et al. [2009] report, ignorance
of these simplifications can produce wrong data—and did so for decades. Despite this prob-
lem, the simplistic model acted as a compass that helped compiler writers improve their
product substantially over the same time period.

Like such models, the rational programmer is a simplified one. While the rational pro-
grammer experiment assumes that a programmer takes all information into account and

sticks to a well-defined, possibly costly process, a human programmer may make guesses,
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follow hunches, and take shortcuts. Hence, the conclusions from the rational-programmer
investigation may not match the experience of working programmers. Further research that
goes beyond the scope of this thesis is necessary to establish a connection between the be-
havior of rational and human programmers.

That said, the behavioral simplifications of the rational programmer are analogous to the
strategic simplifications that theoretical and practical models make, and like those, they are
necessary to make the rational programmer experiment feasible. Despite all simplifications,
section 4.6 demonstrates that the rational programmer method produces results that offer a
valuable lens for the community to understand some pragmatic aspects of the semantics of

blame and contracts, and it does so at scale and in a quantifiable manner.

4.8 Summary

This chapter describes a straightforward application of the rational programmer framework
to evaluate blame in Racket’s contract system. The results of that experiment support three
different conclusions. First, they confirm that blame provides useful information for locating
bugs via blame shifting. Second, they highlight a key weakness of Racket’s current contract
system (protocols) and emphasize the value of addressing it. Finally, they cast doubt on
the value of blame overall, because stack trace information appears to be just as useful for
locating bugs.

As a first application of the rational programmer framework, these results are promising.
They offer new insights into the pragmatics of contracts in the context of debugging. A next
natural question is how the method applies to the pragmatics of debugging in the neighbor-
ing field of gradual typing, which employs a range of checking techniques—some based on

contracts, and others completely different. The next chapter answers this question.
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CHAPTER 5
EXPERIMENT 2: GRADUAL TYPES AND TYPE-LEVEL BUGS IN CODE

This chapter demonstrates how to instantiate the rational programmer framework to eval-
uate the pragmatics of gradual typing in the context of debugging. In this setting, there
are multiple competing semantics for the language, each providing its own kind of blame
or other debugging information, which we compare head-to-head. Because several of the
ingredients for this experiment are essentially the same as the prior chapter, this chapter
focuses on describing the differences and new challenges involved in this one. The chapter
is an adaptation of Lazarek, Greenman, et al. [2021] and joint work with Ben Greenman,
Matthias Felleisen, and Christos Dimoulas.

The chapter begins with the essential background on gradual types (sec. 5.1) before
describing the key challenges associated with this new setting (sec. 5.2), instantiating the
pieces of the framework (secs. 5.3-5.6), describing the results of the experiment (sec. 5.7),

and discussing them (secs. 5.8-5.9).

5.1 Background: Gradual Types

Gradual typing is an approach to merging the worlds of static and dynamic typing in the
hopes of getting the best of both worlds. In the world of static typing, programmers annotate
their program with type annotations describing the type of data it uses and produces. Then,
a type checker checks that the annotated program does not have any inconsistencies, such
as applying a function with the type Int — Int to a value of type String, and rejects

any program it cannot prove to be consistent. Thus the annotations serve as a form of
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documentation that is directly tied to the code, and the type checker provides a measure of
early error detection before the program runs. Furthermore, IDEs and compilers can leverage
the type information from annotations to provide improved tooling (like type-directed code
completion) and optimizations (based on knowledge of types’ memory representation [Chou
et al. 2018; Dillig et al. 2011; Essertel et al. 2019; Lattner and Adve 2005; McMichen et al.
2024; Walker and Morrisett 2000; Wang et al. 2018]).

Despite the benefits of types, dynamically-typed languages remain extremely popular
among programmers for a variety of reasons. The restrictiveness that makes static type
checking useful also rules out many correct programs, simply because the type checker isn’t
sophisticated enough to prove their consistency. Dynamic languages allow programmers
the freedom to write such correct programs without worrying about how smart the type
checker is. Along the same lines, dynamic languages allow for faster prototyping because
programmers need not satisfy the type checker at every step of the way. This flexibility can
also make extending existing code easier for the same reason.

Gradual typing was born from a recognition that both static and dynamic typing offer
different kinds of benefits, so it could be useful to have the best of both worlds [Flanagan
2006; Gray et al. 2005; Knowles and Flanagan 2010; Matthews and Findler 2007, 2009; J. G.
Siek and Taha 2006; Tobin-Hochstadt and Felleisen 2006].

Gradual typing attempts to achieve this fusion by allowing programmers to partially an-
notate programs, mixing and matching statically and dynamically typed code as they please.
One approach to make this a reality is to make the type checker more flexible. Specifically,
gradual type checkers are augmented to allow untyped code, assigning it a special “dynamic”
type, and to optimistically allow the interactions of statically typed code with dynamic code

by making the dynamic type compatible with all other types. For instance, a gradual type
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checker would allow a function of type Int — Int to be applied to a dynamically-typed
value, because it’s possible that the dynamically-typed value will be an integer. Thus the
gradual type checker optimistically allows untyped code to mix with typed code. An alterna-
tive approach, that of Typed Racket [Tobin-Hochstadt and Felleisen 2008], does not support
interactions via a dynamic type, but instead requires developers to choose between static
and dynamic types at the granularity of whole modules; typed modules can import untyped
code via explicit developer annotations describing its expected type, which the type checker
trusts.

Type systems are meant to preclude certain classes of mistakes, however, such as applying
a function to values of the wrong type. Indeed, many of the benefits of static typing arise
specifically from this preclusion (e.g. early error detection, optimization), so the gradual-
type-checker’s optimistic judgments about untyped code may benefit from some kind of
enforcement at runtime in order to maintain the benefits of static types. In other words,
gradual programs could have checks to catch mismatches between the expectations of typed
code and the actual values it receives at runtime. By catching the mismatches with targeted
checks, the gradual type system can both protect the benefits of static types and provide
information to help the programmer locate and fix the mistake causing the mismatch.

These type-value mismatch checks can be implemented in many ways, or not at all, even
all within the same exact type system, giving rise to a multitude of different designs, called
semantics, for gradually typed languages. The various choices available affect the guarantees
available to programmers about types [Greenman and Felleisen 2018; Greenman, Felleisen,
and Dimoulas 2019], the performance of gradually typed programs [Campora, Chen, and
Walkingshaw 2018; Greenman and Felleisen 2018; Greenman and Migeed 2018; Greenman,
Takikawa, et al. 2019; Takikawa, Feltey, et al. 2016; Vitousek, J. G. Siek, et al. 2019,
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and the debugging information available when type-value mismatches occur [Greenman,
Felleisen, and Dimoulas 2019; Vitousek, Swords, et al. 2017]. Furthermore, these various
concerns are interconnected, making it so that all of the semantics select different trade-offs
between them, and even making it potentially useful to combine semantics within a single
language [Greenman 2020].

Faced with all of the semantics for gradually typed languages, how can language designers
pick between them? Is any way of checking for type-value mismatches more useful than
others for debugging such problems? While theoretical work clearly distinguishes some of
the approaches as offering stronger guarantees and tailored information for debugging than
others, performance analyses show that those benefits come at great cost [Greenman and
Felleisen 2018; Greenman, Felleisen, and Dimoulas 2019; Takikawa, Feltey, et al. 2016]. Is
the price worth paying for the debugging benefits?

The next two subsections illustrate the major differences between the semantics from the
lens of this question, demonstrating how how each affects the error information they provide

in the face of two quite different kinds of bugs.

5.1.1 Three Flavors of Gradual Typing

In this work, we focus on the three most prominent approaches to enforcing static types in
gradual typing. These can be divided into two groups: academic and industrial. Academic
implementations of gradual typing consider the meaning of type annotations important, so
they insert dynamic checks enforcing the annotations at run time, and emphasize the safety
properties that these semantics offer. The Natural semantics translates types into contracts
protecting typed code in all interactions with untyped code (and not in the interactions of

purely typed code, since those are already checked by the type checker) [Tobin-Hochstadt
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and Felleisen 2006]. An alternative academic semantics called Transient enforces types by
directly translating type annotations into checks in all typed code [Vitousek, Swords, et al.
2017]. Industrial implementations (e.g. Flow, Hack, or TypeScript!), on the other hand,
almost universally forego enforcement of types. These languages use the Erasure semantics,
in which the type annotations exist for best-effort type checking and IDE tooling, and the
implementation’s compiler erases the types after type checking as if they did not exist. In
addition to the differences in checking, each of these semantics offers completely different
error information to help programmers debug type-value mismatches.

The remainder of this section summarizes the differences between the Natural, Transient,
and Erasure semantics with one illustrative example using (Typed) Racket syntax.

Consider the program sketch in figure 5.1. Each box represents a module: the top bar

lists the name and whether it is using typed (blue) or untyped (red) syntax.

pack-1ib (at the top right) represents a library that provides, among others, a function
pack. The documentation says this function consumes JSON data and packages it in
an association list. In reality, though, the function returns a hash table instead of the

association list.

types (at the top left) is one of three modules that overlays types onto this library. This

specific module defines types in common to the two other typed libraries.

typed-pack-1ib (at the mid-level on the left) imports pack and re-exports it as typed-pack
asserting that it is a function that consumes JSON and returns a list associating Symbols

with Strings. In other words, it formalizes the comments in pack-1ib.

crypto-pack-1ib (at the bottom left) also imports pack and ascribes it the same type as

!See https://flow.org, https://hacklang.org, and https://www.typescriptlang.org, respectively.


https://flow.org
https://hacklang.org
https://www.typescriptlang.org

types : typed/racket

(provide Entry Entries)

(define-type Entry
(Pairof Symbol String))

(define-type Entries
(Listof Entry))

typed-pack-lib : typed/racket
(provide typed-pack)
(require types)

(require/typed pack-lib
[pack (-> JSON Entries)])

(define typed-pack pack)

crypto-pack-lib : typed/racket
(provide crypto-pack)

(require types)
(require/typed pack-1ib
[pack (-> JSON Entries)])

(: crypto-pack (-> JSON Entries))

(define (crypto-pack d)
(pack (encrypt d _ _ _)))

pack-lib : racket

(provide pack _ _ _)
(require types)
dependencies
_ and definitions
(: pack (-> JSON Entries))
(define (pack d)
;3 process JSON data and
;; package as a dictiomary
;; (association list)
(make-hash _ _ _)) ;; BUG!

client : racket

(require json)

(require typed-pack-1ib)
(reqired crypto-pack-1lib)
other dependencies

_ and definitions

;; and share securely

(define public-data
(typed-pack
(read-json
"public-records")))

(define secret-data
(crypto-pack
(read-json
"medical-records")))

_ rest of client _ _ _
;3 (length public-data)
;; (length secret-data)

Figure 5.1: One mixed-typed program, three interpretations.

;3 read data from files, pack

7
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typed-pack-1lib. It applies the function in the definition of the exported crypto-pack

function, which encrypts its input before passing it to pack.

client (at the bottom right) uses pack indirectly. Specifically, it goes through the two inter-
mediary typed modules to use it. This setup reflects circumstances where a programmer
relies on the types in the blue modules as checked documentation but prototypes the

client in the untyped language.

The mistaken comment in pack-1ib causes a type-value mismatch, with which each of the
three semantics deals differently. As discussed briefly above, under the Natural semantics,
functions imported into and exported from typed modules are wrapped in proxies that enforce
the static type discipline with run-time checks and track responsibilities [Tobin-Hochstadt
and Felleisen 2008; Tobin-Hochstadt, Felleisen, et al. 2017]. Thus, when pack is imported
into a typed module, the run-time system checks that it is a function and wraps it in a
protective proxy, which in turn enforces the type of the function result with run-time checks.
Analogously, the run-time system wraps each exported function of a typed module such as
crypto-pack in a proxy that checks its arguments. These checks protect functions exported
from typed modules against applications to wrong arguments in untyped code.

As this analysis implies, if a return-type check fails, the problem is that the untyped
module, here pack-1ib, supplied a function that is not a match for the type ascribed by the
typed module. Hence either the type at the boundary between the two modules is wrong
or, if the programmer trusts the type, the untyped module is at fault. If the check of an
argument’s type fails, responsibility lies with client. After all, either the type it ascribes to
the argument is wrong or the argument it produces clashes with the type. Due to proxies,
Natural can easily track the boundary, type, and responsible parties that correspond to each

check. Thus, in the example of figure 5.1, as pack returns, the return-type check fails and
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Natural blames the boundary of pack-1ib with typed-pack-1ib and crypto-pack-1lib,
respectively, for the two defines in client.

Under Transient, typed code is compiled so that all entry points to functions check their
arguments at run time and all function calls check their return values against the expected
type [Vitousek, Swords, et al. 2017]. Furthermore, Transient uses shallow checks, meaning
they inspect only the top constructor of a value [Greenman 2020]. Since retrieving a value
from within a structure (or list, array, hash table etc.) is performed via a function call, the
content of a complex value is checked on a piecemeal basis.

As a result, the call to typed-pack does not signal an error because it takes place in the
untyped client module, which is compiled in the usual manner. Because pack is called in
the crypto-pack-1ib module, Transient’s inlined checks make sure that the imported pack
is a function and that its result is a list. This last check fails in client’s call to crypto-pack.

In order to locate the corresponding boundaries for failed checks, Transient maintains a
map from values to the boundaries between typed and untyped modules that they cross, plus
the corresponding types. In the example, the map records that pack crosses from pack-1ib
to typed-pack-1lib and from pack-1ib to crypto-pack-1ib with the type that appears in
the required/typed forms in the example. Since the failed check corresponds to the return
type of pack, assuming that the type is correct, the responsible party is the source of the
two boundary crossings: pack-1lib. In general though, Transient blames more than one
boundary. In fact, the theoretical work of Greenman, Dimoulas, et al. [2023] and Greenman,
Felleisen, and Dimoulas [2019] shows that for some programs Transient constructs a blame
sequence that excludes responsible parties and includes modules irrelevant to the failing
check.

Under Erasure, the compiler checks the specified types and then discards them when
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Table 5.1: Summary

public-data secret-data
Natural error, blaming the boundary between error, blaming the boundary between
pack-1ib and typed-pack-1lib pack-1lib and crypto-pack-1lib
Transient | no error error, blaming the boundaries between

pack-1ib and typed-pack-1lib/
pack-1lib and crypto-pack-1lib

Erasure no error* no error*
*but Erasure does signal an error on list access

it generates code. The generated code includes whatever checks the underlying language
uses for its run-time system. Hence, in the Racket code of the example, neither the call to
typed-pack nor the call to crypto-pack signals an error due to the gradual type system.
If at some later point client tries to inspect the elements of the lists that typed-pack and
crypto-pack are supposed to produce (such as in the commented code at the end), Racket’s
safety checks signal a violation and point to some place in client. The information in this
exception, plus its stack trace, may help the programmer find the source of the type-value
mismatch between the specified types of pack in the two typed modules and its actual results.

Table 5.1 summarizes the illustration. Fach cell describes the result of evaluating the

column’s definition (in client) under the row’s semantics.

5.1.1.1 Debugging with Gradual Blame

How can a type-value mismatch error provided by Natural, Transient, or Erasure help a
programmer locate the mistake? To simplify the question, let us first assume that all type
annotations in a program are correct, so the mistake can only lie in the code of a component.
In the next chapter, we consider the alternative where type annotations themselves contain

mistakes.
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In the context of gradual typing, a programmer has two pieces of information when a
type-value mismatch signals exceptional behavior: the error message and the state of the
program. Hence, a way for a programmer to make progress is to use the available information
from the error to improve the program. Specifically, the programmer can translate the
Wadler—Findler slogan into a debugging method, searching for the source of the type-value
mismatch by adding type annotations to some of the untyped parts of the program identified
in the error. If the type checker rejects an annotation derived from the context, the rational
programmer has found the source of the problem. Otherwise, the programmer can conclude
that the just-annotated parts are not the problem and re-runs the program—which must, by
the slogan, blame a different location for the problem. At this point, the programmer can
iterate the process.

The idea is best illustrated with an example in Typed Racket’s migratory type system.
Imagine a code base with dozens of modules in plain Racket. A developer who opens a
module for maintenance purposes must study the module’s design and, as part of the process,
is bound to re-construct the types that went into the module’s creation. To help future
maintainers, the developer should report these insights as type annotations. Over time, the
code base migrates into a mix of typed and untyped modules. As Tobin-Hochstadt, Felleisen,
et al. [2017] report though, it is equally common that developers add typed modules that
depend on the existing modules in the code base.

Now consider the concrete (and simplistic) example of figure 5.2. Initially the code base
consists of the two red modules on the left plus the blue module at the bottom; red indicates
untyped, while blue means typed. When a typed module imports an untyped module, it

must assign types to the imported identifiers for the type checker’s sake. Here main specifies



(define-type NPR Nonpositive-Real)

server : racket

(provide neg-abs)

(define (neg-abs x) (- x)))

layer : racket

(provide na-client)

(require (submod ".." server))

(define (na-client x)
(* 4 (neg-abs x))))

main : typed/racket

(require/typed

(define x (na-client -10))
(displayln x)

server-typed : typed/racket

(provide neg-abs)

(: neg-abs (Real -> NPR))
(define (nmeg-abs x) (- x))

layer-typed : typed/racket

(provide na-client)

(require/typed
(submod ".." server)
[neg-abs (-> Real NPR)])

(: na-client (-> Real NPR))
(define (na-client x)
(* 4 (neg-abs x)))

[na-client (-> Real NPR)])

Figure 5.2: A simplistic debugging scenario.
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that na-client consumes a Real number and produces a non-positive one.? A program

execution ends in this error:

na-client: broke its own contract
promised: (<=/c 0)
produced: 40
in: (-> any/c (<=/c 0))
contract from: (interface for na-client)
blaming: (interface for na-client)

(assuming the contract is correct)

The referenced contract is the compilation of the type of na-client. The definitive hint
is “plaming: (interface for na-client)” with the caveat “(assuming the contract
is correct).”

Assuming the programmer trusts the type of na-client, the next step is to inspect the
layer module and to equip it with type annotations. The result is the blue module in the
middle, and main’s import is now re-directed there by (submod ".." layer-typed). As
predicted by the theory, running the modified program (in the same way as before) yields a

different error message:

neg-abs: broke its own contract
promised: (<=/c 0)
produced: 10
in: (-> any/c (<=/c 0))

contract from: (interface for neg-abs)

2Racket’s type system reifies reasoning about subsets of numbers, not machine-level representations [St-
Amour, Tobin-Hochstadt, et al. 2012].
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blaming: (interface for neg-abs)

(assuming the contract is correct)

Lastly, the programmer assigns types to server and re-directs the import of layer-typed
to (submod ".." server-typed). Now the type checker objects to the conjectured type of
neg-abs, i.e. the source of the type-value mismatch is found. How to fix it is a separate
question.

In sum, the design of blame-assignment mechanisms explicitly advertises the blame in-
formation as helpful for debugging type-value mismatches. The error messages of blame-
assignment mechanisms include suspect locations at the boundary of typed and untyped
code fragments. The Wadler—Findler slogan suggests that the source of the problem is con-
cealed due to a lack of types, so adding types to the untyped fragment should lead to the

source of the type-value mismatch.

5.2 Challenges

Instantiating the rational programmer method in this setting poses two new challenges. The
first concerns the comparison of the effect of blame on the rational programmer across three
different mechanisms; the second challenge is about finding a large number of representative
debugging scenarios; and the third is the resulting huge space of possibilities. A coincidental
challenge is the need for distinct and diverse implementations of gradually typed languages.
We therefore use Racket, which is the only language in which all three major semantic
variants are available in a robust and comparable manner [Greenman, Lazarek, et al. 2022]:
Typed Racket implements Natural, Shallow Racket implements Transient, and plain Racket
implements Erasure.

The first challenge stems from the differences between the blame assignment mechanisms
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of the three semantic variants. While Natural assigns blame to one component, Transient
assigns blame to a sequence of components. The Erasure semantics does not blame com-
ponents per se, but it comes with an exception location and a stack trace, which implicitly
suggest potentially-buggy locations. Each strategy triggers different reactions by the rational
programmer (and real ones, t00).

We reconcile these differences within the rational programmer framework using modes
that represent the different types of information the rational programmer takes into account
when debugging a scenario (chap. 3). Intuitively, different blame strategies correspond to
different modes of operation. For instance, one Transient mode may assign types to the oldest
element of a blame sequence because it corresponds to the earliest point in the execution
that can discover a type-value mismatch. Another mode may opt to treat the sequence as a
stack and add types to its newest element. If both modes are equally successful in locating a
type-value mismatch, measuring the rational programmer’s debugging effort with each mode
may answer which is the most effective.

The second challenge is to find a representative, curated collection of programs with type-
value mismatches. The type-value mismatches must represent mistakes that programmers
accidentally create and that the run-time checks of academic systems catch. In other words,
the experiment calls for a collection of mistakes in mixed-typed programs that is represen-
tative of those “in the wild.” Unfortunately no such collection exists, and with good reason.
The kind of mistakes needed are typically detected by unit or integration tests; even if it
takes some time to find their sources, these mistakes do not make it into code repositories
with appropriate commit messages.

Following the prior chapter, we use mutation analysis to generate a suitable corpus of

programs, but conventional mutation analysis is useless. Mutation analysis traditionally aims
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to inject bugs that challenge test suites, and it discards those that yield ill-typed mutants as
incompetent. Indeed, mutation analysis frameworks are fine-tuned to avoid them, and yet,
it is precisely those mutators that are needed for evaluating blame assignment strategies.

Based on a related experience, Gopinath and Walkingshaw [2017] write, “existing mu-
tation frameworks ... do not generate the kinds of mutations needed to best evaluate type
annotations” and, worse, “it is surprisingly difficult to come up with mutants that actually
describe subtle type faults.” While the goal of their work—to evaluate the quality of types
in Python—is unrelated to blame, the mechanism is related. And their judgment confirms
our experience.

Hence, an experimental analysis of blame in this setting needs a mostly new set of mu-
tators. Roughly speaking, the new mutators inject type errors into fully typed programs.
Applying such a mutator to any typed component produces a mutated component. A de-
bugging scenario results from removing the types from the mutated component. For the
design of such mutators, the authors relied on their own extensive programming experience
though not without discovering a major pitfall: some of their original mutators systemati-
cally produced programs that immediately revealed the source of the type-value mismatch.
All of the remaining ones yield interesting debugging scenarios (see sec. 5.6.3).

The next three sections explain how to overcome these challenges within the framework

of sections 2 and 3.

5.3 The Hypothesis for Gradual Types

Section 5.1.1.1 describes how, based on an intuitive understanding of blame, a programmer
can translate errors from a gradual type system into the location of a bug by adding type

annotations. This process consists of following error-provided hints through the program,
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adding types to the components guided by the error information from the system. Eventually,
the new annotations allow the type checker to discover the problem statically.

This chapter describes a rational programmer experiment that tests the hypothesis that
this process is generally able to translate gradual typing error information into a static error.

Specifically, the hypothesis is that

for a program containing a type-level mistake in the code, adding type annota-
tions guided by the error information available reliably leads to a static type-

checker error.

To test this hypothesis, according to the outline of the method from chapter 2, we must
lay out a procedure that precisely captures the debugging process. The next section distills

the ideas of section 5.1 into an automated procedure.

5.4 The Procedure for Gradual Types

Section 5.1.1.1 explains how a migratory type setting helps with finding the source of a
type-value mismatch. Roughly speaking, it encourages the rational programmer to equip a
module with types if it is blamed in an error message.

In other words, and at a high level, the procedure is essentially the same as that of the
prior chapter, but using types instead of contracts. It uses blame to identify a component,
and adds a specification for that component in the form of type annotations. However,
in this setting, these new type annotations may then allow the type checker to detect the
problem statically, providing a new way for the procedure to terminate in success.

Putting these pieces together, the new procedure is:

1. run the program under one of the semantics to get an error identifying some component
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A;

2. try to annotate A with types, turning it into a typed component if possible, otherwise

A is already typed: terminate in failure;
3. type-check the resulting program—if it type checks, go back to step 1;
4. otherwise, we now have a static error: terminate in success.

Following the prior chapter, we define modes that precisely describe this procedure as

tracing a path through a lattice of type migration.

5.4.1 The Type Migration Lattice

Like chapter 4, we follow Greenman [2023], Greenman, Takikawa, et al. [2019], and Takikawa,
Feltey, et al. [2016] to describe the set of all possible type migrations with a lattice. The
lattice describes the space in which the modes of the rational programmer search for bugs.
Unlike for contracts, however, the lattices in this setting differ from those in the preceding
chapter in two ways.

First, the “contract map” in this setting maps each component of a program to just two
levels: untyped, or typed. In this simpler setting, we can equivalently describe configurations
as the set of components that are typed; the bottom configuration, which before we described
by a map from every component to the untyped level, is more succinctly described here as
the empty set, and the top configuration as the set of all components in the program. For
the remainder of this chapter we use this equivalent, simpler notation for configurations.

The second difference is that for all debugging scenarios in this setting, the mutated

module is ill-typed. So at all configurations that type the mutated module, the type checker
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immediately points out the type-level mistake in the mutated component. Those configura-
tions are a-priori uninteresting as debugging scenarios, because there is no work to be done

by our procedure, so we rule them out.

5.4.2 How to Make Comparable Rational Programmers

Each mode in this setting receives different kinds of information and thus may construct
different paths in the lattice. As section 5.2 outlines, evaluating blame relies on comparing
modes of the rational programmer within the same semantics and across different semantics.
Hence the task at hand is to define modes that correspond to different semantics and process

different kinds of information, but all operate within the common structure of blame trails.

5.4.2.1 The Natural Rational Programmer

The Natural semantics assigns blame to exactly one boundary. A blame assignment has the
following specific meaning: the typed module may make incorrect type assumptions about
the untyped module in its interface, or the correct interface exposes a bug in the untyped
module (or its dependencies). Our setup rules out the first alternative (but see sec. 5.9),
and therefore the rational programmer extends the trail to a scenario that swaps out the
untyped module for its typed counterpart.

The definition of the mode that uses Natural’s blame therefore closely mirrors that of

section 4.4. The only difference is that in this setting, we parameterize the blame and
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exception metafunctions with the semantics used by the mode.

Mode definition: Natural blame
A Natural blame trail is a sequence of scenarios sq,...s, of a program P such

that for all 0 <i<n—1, s; C ;11 and

\ {blame[P, s;]} if (the program for) s; produces blame
Sit1 \ S =
{exceptiony g 1P, Si]]}  otherwise

where

1. blame[P, s] denotes the component (of P) that s blames under the Natural

semantics, and

2. exceptionygura 1P 8] denotes the first untyped component in the stacktrace

produced by s under the Natural semantics.

5.4.2.2 The Transient Rational Programmer

The Transient semantics assigns blame to a sequence of modules. The blame assignment
says that the value witnessing the type-value mismatch may have crossed the boundaries
between elements in the sequence, and that each crossing checked the value’s type in a
shallow manner.

This ambiguity in Transient blame raises the question of how the rational programmer
should react when the language produces a blame sequence. Our answer is that the rational
programmer has at least two reasonable options. The first one is to select the untyped
module that is added to the blame sequence first and assign types to only that one—after

all, if fully checked, the types of this first module should be able to detect a type-value
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mismatch earlier in the evaluation of a program than the later ones. The second option is

to select the module that is added to the blame sequence last, effectively interpreting the

blame sequence as a boundary-aware stack.

These two modes of rationalizing give rise to two different notions of trail.?

Mode definition: Transient first blame

A Transient-first blame trail is a sequence of scenarios sq,...s, of a program P

such that for all0 <1 <n-—1,s; C s;11 and

{first[multiblame [P, s;]|} if s; produces blame
Sit1 \ i =

{exceptionpyynsient 1> Si]|}  otherwise
where

1. first[multiblame [P, s]] is the first untyped module that Transient adds to

the blame sequence for s under the Transient semantics, and

2. exceptionqynsient 15 8] denotes the first untyped component in the stacktrace

produced by s under the Transient semantics.

Mode definition: Transient last blame
A Transient-last blame trail is analogous to a Transient-first blame trail, but

selects the last untyped module from multiblame [P, s;] that Transient adds to

the blame sequence rather than the first.

3A reader may wonder whether the rational programmer should just equip all modules in the Transient
blame set with types. That might accelerate the search for the type-value mismatch, but if so it would also
impose a large migration cost for just one step.
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5.4.2.3 The Erasure Rational Programmer

Since gradually typed languages with Erasure semantics do not come with blame assignment,
a rational programmer can only hope that the underlying safety checks and their exceptions
are helpful. Thus, the Erasure rational programmer has a single mode, the Erasure exception

mode, and its definition follows that for the Natural exception mode.

Mode definition: Erasure
An Erasure trail is a sequence of scenarios s, ...s, of a program P such that for

all0<i<n-—1,s C sy and si41 \ $; = {exceptiong,,eure [P si] }-

5.5 The Experiment in Precise Terms

5.5.1 Success, Failure, and Usefulness

As in the preceding chapter, the actions of the rational programmer create a blame trail in
L[ P] starting from a debugging scenario. However, a trail in this setting ends successfully
when it reaches a scenario that contains the mutated module, because the type checker
rejects its typed version outright. At this point, the source of the type-value mismatch is
identified. Hence, a trail that ends at an ill-typed scenario successfully pinpoints the location

of the bug.

Definition: A Natural blame trail s,...s, in a lattice L[P] is successful iff
(the program for) its last scenario s, does not type check. A Natural blame trail
50y .-y S 0 a lattice L[ P] is failing iff (the program for) s, type checks and the

trail cannot be extended further.

That is, failing Natural blame trails are those that end in a scenario that does not reveal the
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bug statically, yet also does not blame an untyped module. Thus the rational programmer
has no further hints on how to continue the search for the bug.

Following section 4.4, we also define a Natural exceptions mode to serve as a baseline
against which to judge the value of Natural’s blame. This mode uses the Natural semantics,
so it has all the same checks as the Natural blame mode, but ignores blame information and

only uses stacktraces.

Mode definition: Natural exceptions
A Natural exception trail is a sequence of scenarios sy, ...s, of a program P such

that for all 0 <i<mn—1,s; C siy1 and s;11 \ $; = {exceptiony e [P si] }-

The definition of success for a Natural exception trail follows that for a Natural blame
trail. Together, the definitions for the two modes allow the comparison of the usefulness
of blame with that of mere exceptions for debugging a scenario in the context of Natural

semantics in exactly the same way as in section 4.4.

Definition: Given a program P and a root sy in L[P], Natural blame is more
useful than Natural exceptions for debugging so iff the Natural blame trail that
starts at so 1s successful while the Natural exception trail that starts at sg is

failing.

Similar to the Natural rational programmer, we define Transient exception trails to serve
as a baseline for isolating the usefulness of Transient-first and Transient-last blame. The

definitions of Transient exception trails and the usefulness of the two interpretations of
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Transient blame are analogous to those formulated for Natural.

Mode definition: Transient exceptions
A Transient exception trail is analogous to a Natural exception trail, but using

the Transient semantics rather than Natural.

The definition of success/failure and usefulness of the two interpretations of Transient

blame are obvious adaptations of the definitions for Natural, so we omit them here.

5.5.2 Experimental Questions

In line with the discussion so far, the examination collects data to answer three initial

questions for interesting debugging scenarios:
()1 Is blame useful in the context of Natural?
()2 Is first blame useful in the context of Transient?
@3 Is last blame useful in the context of Transient?

Furthermore, the experiment allows a comparison of the relative usefulness of blame

information:

Q. Is blame for X more useful than blame for Y (for X, Y in Natural, Transient, or

Erasure)?

In terms of the space of experimental questions of table 3.1 (page 27), Q1 through Q3
capture the first column of questions, and @), the second column, with information from the

third column (i.e. debugging effort) being a useful tie-breaker.
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‘ Natural ‘ Transient ‘ Erasure

Blame Q1/Q«

First blame Q2/Q+

Last blame Q3/Qx
Exceptions Q1 Q2/Q3 Q«

Figure 5.3: Experimental questions and their relevant modes.

Now that there are both multiple techniques and modes in play, it is a little trickier
compared to chapter 4 to keep track of which are involved in answering which experimental
questions. Table 5.3 summarizes how each question relates to different kinds of trails/modes
of the rational programmer. For example, experimental question (); asks whether blame
is valuable for Natural and the experiment uses the Natural blame and exception trails to
answer it, so ()1 shows up in the cells for Natural blame and Natural exceptions.

Analogous to the experimental question of section 4.4, (); and (3 map to the first col-
umn of table 3.1 (page 27). Answering them therefore demands analogous comparisons of
the success of, for example, Natural blame and Natural exception trails for all debugging
scenarios.

In detail, figure 5.4 summarizes this experimental process for one mode of the rational
programmer and connects it with the mutations from section 5.6. The process is repeated for
the same roots with the Natural-exceptions mode. After completing, the test bed reports the
success/failure results of the trails to determine the proportion of scenarios where Natural-
blame is more useful than Natural-exceptions. Question (); has a positive answer if a root
exists where the above is true because it is evidence that there is at least one interesting
scenario that the rational programmer manages to debug because of blame information. The
process is analogous for )2 and ()3, using the respective modes.

For Q,, the process is a bit more involved. Answering this question calls for a compar-

ison of the percentage of scenarios where one mode is more useful than the other and the



96

EEEE K

typed mutant
-~ Success if

R E

end of trail RN -
-%‘

RN N debugglng scenario _-~ -
~< (root)

L1 [ [ ]

untyped mutant

lattice of
scenarios

CEEEE
typed mutant
mutator A mutator B
=untyped component
|x|x|x|x‘x|x| typedcomponent

|:| =buggy component
typed benchmark

Figure 5.4: The experimental process for one mode of the rational programmer.

inverse. For instance, deciding whether blame for Natural is more useful than Transient-first
requires comparing the percentage of scenarios where Natural-blame is more successful than
Transient-first with the percentage where Transient-first is more successful than Natural-
blame. Repeating the whole process for every pair of modes produces a complete picture of

the comparative usefulness of blame.

5.6 Obtaining Debugging Scenarios for Gradual Types

Putting the rational programmer to work means generating many mutants and turning those
into debugging scenarios. The process must start with a suitable collection of representative
programs (sec. 5.6.1). Since existing mutators do not generate useful mutants, the next step
is to develop new mutators (sec. 5.6.2) and to validate their suitability on the benchmarks

(sec. 5.6.3).
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5.6.1 The Experimental Benchmarks

As in the preceding chapter, the benchmark programs for this rational-programmer experi-

ment must
1. vary in size, complexity and purpose;
2. be fully typed so that the choice of types is fixed;
3. take advantage of the variety of typing features of a gradually typed language; and

4. have a decent number of type-able modules and a variety of module dependency graphs
because mixing of typed and untyped code in Typed Racket takes place at the module

level.

In fact, the same suite of programs used in the prior chapter—Greenman, Takikawa,
et al. [2019]’s collection of Typed Racket programs called the GTP benchmarks—forms a
suitable basis that satisfies these criteria. Particularly relevant in this new setting, the
benchmark suite consists of fully typed, correct programs, written by a number of different
authors who had maintained and evolved these programs over time. The programs range
widely in size, complexity, purpose, origin, and in programming style. They rely on many
Typed Racket features: occurrence typing [Tobin-Hochstadt and Felleisen 2010], types for
mutable and immutable data structures [Prashanth and Tobin-Hochstadt 2010], types for
first-class classes and objects [Takikawa, Strickland, et al. 2012], and types for Racket’s
numeric tower [St-Amour, Tobin-Hochstadt, et al. 2012]. Finally, all of the programs are
deterministic, so any changes in the programs’ behavior between runs can be solely attributed

to the actions of the rational programmer.
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Table 5.2: Summary of benchmarks

name description author loc | mod.

acquire object-oriented board game implementation M. Felleisen | 1941 9

gregor utilities for calendar dates J. Zeppieri 2336 13

kcfa functional implementation of 2CFA for A calculus M. Might 328 7

quadT converter from S-expression source code to PDF M. DButter- | 7396 14
ick

quadU converter from S-expression source code to PDF B. Green- | 7282 14
man

snake functional implementation of the Snake game D. Van Horn | 182 8

synth converter of notes and drum beats to WAV V. St- | 871 10
Amour

takeb mixin-based card game simulator M.Felleisen 465 8

tetris functional implementation of Tetris D. Van Horn | 280 9

suffix- algorithm for common longest subsequences between | D. Yoo 1500 6

tree strings

Table 5.2 describes the ten benchmark programs that meet all the criteria, and further-
more come with the largest dependency graphs of the twenty programs in the suite. This
additional filter reflects that Typed Racket requires that entire modules be either typed or
untyped, and so finding errors in benchmarks with small dependency graphs would be trivial

for the rational programmer.

5.6.2 How to Mutate Code for Type-level Mistakes

For the evaluation of a blame strategy, mutators must produce type-level mistakes that the
run-time checks of gradual typing systems or the safety checks of the underlying language
can detect. Once detected, the rational programmer should be able to locate the mistake by
gradually adding types to blamed modules. In other words, the suitability of the mutators
hinges on their ability to generate interesting debugging scenarios (see sec. 5.6.3).

Table 5.3 describes 16 mutators that satisfy these constraints. As the last column indi-
cates, some specialize or generalize chapter 4’s mutators, which in turn are borrowed from

the vast literature on mutation testing [Y. Jia and Harman 2011]. Only two are directly



Table 5.3: Summary of mutators

name description example origin
swaps a constant with another of | 5.6 — 5.64-0.0i ¥
constant i
different type
deletion deletes the final expression from | (begin xy z) T
a sequence — (begin x y)
ition swaps two sub-expressions (f a 42 "b" 0) r
" ° — (f a 42 0 "b")
1ist replaces append with cons append — cons new
top-level-id swaps identifiers defined in the| (f x 42) — (g x 42) new
same module
imported-id swaps identifiers imported from | (f x 42) — (g x 42) new
the same module
nethod-id swaps two method identifiers (send o f x 42) new
— (send o g x 42)
field-id swaps two field identifiers (get—flel'd o f) new
— (get-field o g)
swaps values of class initializers | (new ¢ [a 5] [b "hello"]) |new

class:init

— (new ¢ [a "hello"] [b 5])

replaces the parent of classes| (class a)% (super-new)) new
class:parent| . 0 . 0
with object — (class object’
(super-new))
. | makes a public method private | (class object’ 4+
class:public . . .
and vice versa (define/public (m x)
x))
— (class object%
(define/private (m x)
x))
(class a%
removes super-new calls new
class:super (super-new) )
— (class aj, (void))
- - P
arithmetic swaps arithmetic operators — ++
boolean swaps and and or and — or I
negate-cond negates conditional test expres-| (if (= x 0) t e) T
& sions — (if (not (= x 0)) t e)
replaces conditional test expres-| (if (= x 0) t e) new

force-cond

sions with #t

— (if #t t e)

I inherited from, + specializes one of, ++ generalizes one of chapter 4’s mutators

99
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(: deal-with [(U Real False) -> Reall)
(define (deal-with optional-result)
(if optional-result
(+ optional-result OFFSET)
DEFAULT))

(define DEFAULT 40)
(define OFFSET 11)

Figure 5.5: Example program using occurrence typing.

inherited; many mutators are brand new. For the latter, we relied on our decades-long expe-
rience of making type-level mistakes in Typed Racket, some of which take non-trivial effort
to debug.

Most of the mutators are self-explanatory. The first six apply to all gradually typed
languages; the next six to those that include classes and objects. The last four target distin-
guishing features of Typed Racket’s type system, specifically its sophisticated type system.
For example, one mutation produced by arithmetic replaces a + with a - in an attempt
to change the type of the arithmetic expression; +’s result is a Positive-Integer when all
arguments are positive integers, while - yields Integer [St-Amour, Tobin-Hochstadt, et al.
2012]. The other three also aim to confound the occurrence type system. Figure 5.5 illus-
trates how this confusion works. The function deals with an input that is either a Real or
#false; the conditional deals with the first type in the then branch and the second type
in the else branch. If a mutator wraps (not -) around the test of the conditional, the
resulting mutant is ill-typed and, when run, this function eventually causes a run-time type

check to signal a type-value mismatch.
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5.6.3 Are These Mutations Interesting?

A type-level mutation is interesting (1) if the type checker rejects the fully typed version
of the mutant, (2) running the mutant with all type annotations removed raises a run-time
error, and (3) that error’s stack trace contains source locations from at least three of the
benchmarks’ modules.

Here is the rationale for these three conditions:

1. A type-value mismatch is a clash between the type ascription of one module’s imports
and another module’s exports. Hence, type checking should fail for an interesting

mutant.

2. The goal of a comparative evaluation is to give the rational programmer a chance to
debug the same scenario using different pieces of information. In the case of gradual
typing semantics, a meta-theorem due to Greenman and Felleisen [2018] says that if
a program raises an exception under Erasure, it also errors under all other semantics.
Hence, a comparison of blame information insists that an interesting mutant raises a

run-time exception under Erasure.

Note While this choice favors Erasure over Transient and Natural and, for the same
reason, Transient over Natural, some form of bias towards one or the other semantics
is unavoidable. As it turns out, the effect of this bias is small; section 5.8 discusses the

bias in detail and quantifies it.

3. If the evaluation of a mutated module immediately raises an exception because of
the changes, there is no work for the rational programmer. Indeed, if the stack trace
contains source pointers to two modules, the scenario is still uninteresting. Every or-

dinary benchmark program comes with a main module that acts as a driver, whose
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Each plot shows a breakdown of interesting mutants by mutator. Each mutator corresponds
to a bar representing the number of interesting mutants generated by that mutator. The
counts are cut off at 50, so those bars reaching the edge of the plot represent 50 or more
interesting mutants.

Figure 5.6: Breakdown of interesting mutants by mutator, per benchmark.

source is guaranteed to be included in the stack trace. Hence, the definition of inter-
esting mutation insists on the presence of three different modules in the stack trace.
This guarantees that the debugging scenario demands a sufficiently sophisticated ef-
fort, due to the interaction between the buggy module with its context. In these cases,
the rational programmer must contend with at least two modules involved in a faulty

interaction.

The definition of interesting mutants creates a powerful filter. All together, the listed

mutators produce 16,800 interesting mutants across all benchmarks; see figure 5.6 for an
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overview. Broken down by benchmark, the mutators produce at least 40 interesting mutants
for every benchmark, and these mutants originate from at least four different mutators per
benchmark. Thus, the mutators result in a sizable and diverse population of scenarios for
every benchmark. Furthermore, every mutator contributes interesting mutants in at least
one benchmark. Some mutators apply only to a few benchmarks, because they target rather
specific features; for instance, the class-focused mutators are mainly effective in a program
that makes extensive use of object-oriented features.

The goal of filtering for interesting mutants guided countless iterations of adding, remov-
ing, and refining mutators in table 5.3. For an illustrative example, consider a candidate
mutator that casts the tests of conditionals to the Any type. Like the example explained at
the end of the preceding subsection, this mutant would suppress occurrence typing. But, it
would not be interesting because an execution would not raise a run-time error, for the static
type of a conditional expression does not affect its runtime behavior. Hence this candidate

mutator is not included in the final set.

5.6.4 Sampling the Space of Debugging Scenarios

As is, the chosen mutators generate approximately one million debugging scenarios for the
chosen benchmarks. This number of scenarios is far too large to even identify the interesting
ones among them. Hence, this experiment follows the same stratified random sampling strat-
egy from the prior chapter to render the experiment computationally feasible. Specifically,
the experiment samples 80 interesting mutants per benchmark, evenly-distributed across all
of the mutators that contribute mutants for the benchmark. Some benchmarks have less
than 80 mutants with interesting scenarios, in which case the only choice is to include them

all. The result is a total of 752 interesting mutants across all benchmarks. Finally, the third
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level of sampling randomly draws 96 debugging scenarios from each configuration lattice

with replacement. The final sample thus consists of 72,192 interesting scenarios.

5.7 Results

We ran the experiment giving each debugging scenario a 4 minute timeout and a 6GB memory
limit. Running the experiment on all debugging scenarios took over 30,000 compute hours
or roughly three-and-a-half compute years.

Figure 5.7 summarizes the overall success rates of every mode. The success rates illustrate
a few points that underlie the rest of the analysis. The first notable piece of information
from this figure is that every mode has failed debugging scenarios, not just Erasure. This
should not come as a surprise to the astute reader. Running a rational programmer mode on
a scenario may result in an exception that carries no useful information about which module
to equip with types next. For instance the stack trace of the exception may not contain
frames from any untyped module of the program. This can happen at any point along a
blame trail, causing it to fail.

While most blame trail failures follow the above pattern, a few do not. Breaking down
the failure reasons for Natural blame (1748 in total) reveals an additional cause. For a small
set of debugging scenarios (40), Natural produces a run-time type error blaming a non-buggy
already-typed module. All these cases are due to known open issues with Typed Racket and
class contracts.

In Transient, similar to Natural, most failures are due to unhelpful exception information
(1851 for both Transient first and last blame). However, Transient also has a substantial
number of failures because scenarios hit the time and/or memory limits of the experiment

(7770 scenarios). Additionally, there are nearly 1,000 cases where Transient reports an
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Figure 5.7: Percentage rates of success.

empty blame set, leaving the rational programmer without hints about how to proceed.
Sections 5.8.4 and 5.8.5 address these causes of failure for Transient and how they affect the
experiment.

The second key observation from figure 5.7 is that the modes that use blame all outper-
form those that do not. In particular, Natural and both of Transient’s blame modes succeed
in 85 - 90% of the scenarios, while their corresponding exception modes succeed in less than
80% of them, and so too for Erasure. The only exception is that the random programmer al-
ways succeeds; the figure omits this mode because it just reflects the fact that every scenario
has finitely many modules, so the random programmer eventually types the buggy module.

Figure 5.8 depicts a head-to-head comparison of every mode’s performance against every
other mode (except Random). The comparison answers the four questions from section 5.5.2.
Each plot shows the proportion of scenarios where one mode performs better or worse than
each other mode. In particular, each bar above zero represents the proportion where the

plot’s named mode succeeds and the mode on the x-axis fails; the corresponding bar below
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Each plot depicts a head-to-head comparison of the mode named above the plot vs. every other mode.
The (green) portion above 0 is the estimated percentage of scenarios where the named mode is more
useful than the other. The (red) portion below 0 is the estimated percentage of scenarios where the
named mode is less useful than the other. The upper bound margin of error is 0.02%.

Figure 5.8: Head to head usefulness comparisons.
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Erasure Natural Erasure Transient Erasure Transient
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1.8%

74.6% 74.6%

Natural Transient

Transient
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Each diagram shows the overlap of the successful scenarios for three modes. For example, in the
leftmost diagram, all three modes succeed on the same scenario 75.7% of the time, only Natural and
Natural exceptions succeed on 11.6% of the scenarios, only Natural and Erasure succeed on 1.8%, and
Natural alone succeeds on 9.2%. The upper bound margin of error is 0.02%.

Figure 5.9: Blame usefulness analysis

zero represents the proportion of the inverse case. For example, the plot titled “Natural”
shows that Natural outperforms Natural exceptions in about 11% of the scenarios, and the
inverse (Natural performs worse than Natural exceptions) never happens. Similarly, the plot
titled “Transient last blame” shows that Transient last blame outperforms Natural exceptions
in about 9% of the scenarios, but conversely it performs worse than Natural exceptions in
about 2% of the scenarios.

The figure answers questions ()1, (2, and (3 affirmatively. In all three semantics, blame
modes outperform their corresponding exception mode by about 10%. The Natural excep-
tions mode is never more useful than Natural blame, and Transient exceptions are more
useful than Transient first and Transient last blame in less than 1% of the scenarios.

Figure 5.8 also provides answers for (J.. Blame for all three semantics is significantly more
useful than Erasure exceptions—by almost 12% for Natural and almost 9% for Transient.

Natural blame is more useful than both versions of Transient blame by a small percentage
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(about 4%). The Transient first and Transient last blame are practically indistinguishable.
Finally, Natural exceptions are more useful than Transient exceptions, although only in a
small percentage of scenarios (about 2.5%). A rare few scenarios (about 0.5%) show the
opposite, despite the theoretically advantageous additional checks of Natural.

An alternative way to understand the answers for questions (J; to (Y3 is to analyze
the success of each semantics in comparison to Erasure. Figure 5.9 depicts the results of
this analysis. Specifically, the figure shows one Venn diagram per mode of the rational
programmer that uses blame. Each diagram shows the overlap of successful scenarios for
the blame mode, its corresponding exception mode, and Erasure. For example, the leftmost
diagram (Natural) shows that all three modes succeed on 75.7% of the scenarios, only Natural
and Natural exceptions succeed on 11.6% of the scenarios, only Natural and Erasure succeed
on 1.8%, and Natural alone succeeds on 9.2%. This analysis highlights the success trade-offs
each semantics offers against Erasure, with and without blame. For instance, the analysis for
Natural clearly illustrates that, when choosing between Natural blame, Natural exceptions,
and Erasure, Natural blame is the absolutely most successful: all of the successes of the other
two modes are subsets of Natural’s successful scenarios. On the other hand, Transient’s blame
modes fare similarly but the choice is not so clear-cut.

Turning to programmer effort, figure 5.10 shows the estimated distribution of blame trail
lengths for the interesting debugging scenarios. There are two immediate takeaways from
the figure. First, the effort for successfully debugging interesting scenarios (in green) for the
random mode of the rational programmer is highly spread out, as expected. In contrast, in
the other modes, successful effort coalesces at the left side of the plot, meaning that in most
cases the programmer needs to type a single module to debug a scenario.

Figure 5.11 provides head-to-head comparisons of effort. The comparison between two
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Each plot depicts the distribution of trail lengths for a given mode across all benchmarks. The upper

bound margin of error is 0.05%.

Figure 5.10: Programmer effort
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Figure 5.11: Effort comparisons
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modes boils down to the difference in length between their trails for all scenarios where
they both succeed. Hence, each plot in the figure shows the distribution of scenarios with
length differences ranging from -3 (the first mode’s trail is 3 steps shorter than the second’s)
to 3 (the first mode’s trail is 3 steps longer than the second’s). The figure offers several
insights about how modes compare in terms of effort that complement the insights about
how they compare in terms of success rates from figure 5.8. First, Natural blame rarely pro-
duces shorter trails than Natural exceptions, and occasionally produces slightly longer ones.
Hence, the experiment provides evidence that blame helps the rational programmer debug
more scenarios but does not shorten the debugging process compared to exceptions. Second,
Natural relatively often (close to 8% of the scenarios) produces shorter trails than both Tran-
sient blame modes, and sometimes the trails are significantly shorter. Finally, Transient’s
blame modes share the characteristic with Natural that blame sometimes produces longer

trails than their corresponding exception modes.

5.8 Lessons Learned

Interpreting the numeric summaries and aggregations of the preceding section demands an
intuitive understanding of what blame trails look like in practice. A concrete example of
blame trails and programmer modes is a good basis for synthesizing this kind of intuition.
Figure 5.12 summarizes one particularly interesting debugging scenario from the takeb
benchmark. The module dependency graph of this benchmark is shown in the top left of the
figure. Its mutated player module provides a method under a different name than the client
module, dealer, expects. In Typed Racket’s gradual type system, this mistake corresponds
to a type-value mismatch—and all rational-programmer modes come to different conclusions

(besides the two Transient blame modes).
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the paths taken by each mode through the configuration lattice
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and dealer dealer
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dealer dealer
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main main
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Legend
config Each box corresponds to a module and indicates (with x) if it is typed. The mutated module
is gray.
It
7nesusyrnbol denotation
[y the configuration signals a dynamic type check failure, blaming the module(s) below
Tx the configuration does not type check

3§
v

the configuration fails a check by the runtime system

the configuration signals a dynamic type check failure for which blame is ignored

Figure 5.12: An example scenario from takeb, with every mode’s resulting trail.
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The rest of figure 5.12 illustrates the blame trails for every mode of the rational program-

mer (except Random) for the debugging scenario in two different ways:

e The top right shows the blame trails produced by every mode of the rational pro-
grammer as paths through the configuration lattice starting at the root (leftmost)
configuration. Each configuration is represented by a sequence of boxes correspond-
ing to modules in the program, with an x indicating that the module is typed. The

mutated module has a gray box.

e The table in the middle expands the information in the diagram with the details of
every step in each trail. Every row of the table represents the trail of one mode. The

middle-three columns depict the steps of a blame trail:

Root describes the result of running the root configuration in this row’s mode.

Step 1 displays the result of the rational programmer’s reaction to the outcome of

running the root.

Step 2 shows the result of reacting to the outcome of running the step-1 configuration,

if any.
Finally, the Success? column summarizes whether exploring the trail succeeds.

To make this table concrete, compare rows 1 and 4. The first one shows that running
the root configuration under the Natural-blame mode fails due a dynamic type check and
blames the player module; typing that module and running again then results in a type
error, and hence the trail is successful. By contrast, the Natural-exceptions mode (row 4)
yields stack information for the root configuration that is unhelpful; it identifies only main,

which is already typed. Hence, this trail immediately gets stuck.
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In short, this figure concretely demonstrates how the rational programmer behaves in
different modes. In this case, the behaviors differ from each other in five of the six modes
(the two Transient blame modes behave the same). The reader may keep the illustration in

mind for the following discussion of the numeric results.

5.8.1 Interpreting the Results

The results of the experiment suggests a number of high-level conclusions about blame
strategies in the gradual typed world, at least for mistakes occuring in code rather than
type annotations. First, all modes with run-time type checks have a fairly high success
rate, regardless of whether these checks assign blame or throw plain exceptions. That said,
the success rates of the modes without blame are on par with that of the Erasure mode.
Second, error messages with blame assignments are more helpful than those without. The
results also indicate, though, that blame is not critical in a majority of cases, and these two
points together suggest investigating whether run-time type checking and blame tracking are
worth the performance cost. Third, the Natural approach fares better than the Transient
approach, but only by a small margin. Since Natural offers complete and sound path-based
blame while Transient offers incomplete but sound heap-based blame [Greenman, Felleisen,
and Dimoulas 2019], the results call for a study concerning the relative strengths of the two
models of blame. Fourth, given that Transient’s sound but shallow run-time type checks do
not seem to hamper debugging, a language that supports both Natural and Transient might
help reduce the number of wrappers and thus address the well-known performance issues
of sound gradual typing [Greenman 2020, chapter 6]. Fifth, the fact that both modes of
the Transient rational programmer are equally successful suggests that returning the whole

blame sequence may not be beneficial. If so, Reticulated Python could limit the size of blame
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sequences to attempt to mitigate its serious performance problems (see below).

5.8.2 Threats to Validity

The validity of these conclusions is threatened in two distinct ways. The first set of threats
concerns aspects of the experimental setup discussed in preceding sections: (i) the represen-
tativeness of the benchmarks; (ii) the relation between the mutations and real programming
mistakes; and (iii) the sampling strategy. Although the experimental setup attempts to miti-
gate these threats, the reader must keep these limitations in mind when drawing conclusions.

The second set of threats questions four rather different aspects. To start with, just
like the experiment of chapter 4, the rational programmer is an abstract model subject to
questions about how it corresponds to the real world (sec. 4.7.2), and similar questions apply
to the definition of “interesting scenarios” (sec. 5.8.3). Then, the generalization of these
results to languages other than Typed Racket may not be direct, due to differences in design
and runtime implementation that affect error messages (sec. 5.8.6). The remaining threats

are about the accuracy and cost of Transient blame, respectively (secs. 5.8.4 and 5.8.5).

5.8.3 Threat: Is the Definition of Interesting Scenarios Reasonable?

Section 5.6.3 defines criteria for interesting mutations, one of which limits the scenarios
under consideration to those with mistakes that raise a run-time error under Erasure. In
other words, the experiment is Erasure-biased: it only considers the usefulness of blame when
the safety checks of the underlying language alone are sufficient to detect the mistake. In
reality, some mistakes require run-time type checks to be detected [Greenman, Felleisen, and
Dimoulas 2019], and it is possible that blame has more to offer for these kinds of mistakes.

If that is the case, then the results of the experiment on a population of scenarios including
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such mistakes should be different.

In fact, we have reproduced the experiment with the opposite bias and the results demon-
strate that the choice of bias does not affect the conclusions in a significant manner. Specif-
ically, we filter to select only scenarios that raise a run-time error under Natural. Corre-
sponding versions of the result figures are in appendix B, but at a high level the takeaway is
that the Natural-blame mode improves over all other modes in slightly more scenarios (on
the order of a few percent). Somewhat more interestingly, the exception modes, including
Erasure, improve over both Transient blame modes in about 5% more scenarios in this varia-
tion. Thus Transient’s blame appears even less useful in comparison with simple stacktraces,

but only by a small measure.

5.8.4 Threat: Why Does Transient Lose Blame?

The execution of the experiment reveals that Transient produces empty blame sequences for
967 scenarios. An empty blame sequence means a lack of boundary crossings for the witness
value. In theory, an empty sequence should not occur, because it means a typed module is
blaming itself—something that can happen only if the type checker (or system) is unsound.

An investigation of these empty blame cases reveals problems with tracking blame for
higher-order functions and conversely suggests three improvements for the Transient algo-
rithm. To illustrate, consider the call (filter f xs). First, the blame map should know
that inputs to £ may have come from the xs list; concretely, the blame-map entry for f
should point to xs as a parent. Second, there should be two parents for f instead of one,
because both xs and filter are responsible for sending correct input to £. Third, the blame
map should work equally well in programs that rename filter or that replace the identifier

with an expression. This third point suggests a need for type-like specifications that guide
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the construction of the blame map, instead of the identifier-based matching in Reticulated

and Shallow Racket.

5.8.5 Threat: Is the Transient Blame Assignment Mechanism Realistic?

The results in section 5.7 also show that the cost of Transient blame is quite high. Under
the Transient semantics, some of the debugging scenarios exceed the 4-minute timeout or
the 6GB-memory limit. To put those limits into context, the fully typed and fully untyped
benchmarks all normally complete in a few seconds with minimal memory usage. Further-
more, none of the mixed Natural configurations hit these limits, and with the blame map
turned off, the Transient semantics also runs these programs in a short amount of time and
well within the memory limit. In short, even though the Transient rational programmer
appears to do well in the experiment, the implementation of the Transient blame strategy
might be unrealistic.

At first glance, these measurements seem to contradict the results of Vitousek, Swords,
et al. [2017]. They report an average slowdown of 6.2x and a worst-case slowdown of 17.2x
on the fully-typed Python benchmarks in Reticulated Python when the blame map gets
enabled. Unfortunately, the average slowdown of 133x and the worst-case slowdown of 560x
due to blame in Shallow Racket seems closer to the truth. There are at least three broad

factors that skew Vitousek et. al.’s results:

1. The 2017 implementation of Reticulated fails to insert certain soundness checks® and

blame-map updates® from the paper.

2. While Reticulated attempts to infer types for local variables, the impoverished nature

4Missing check (accessed April 2024): https://github.com/mvitousek/reticulated/issues/36
SMissing cast (accessed April 2024): https://github.com/mvitousek/reticulated/issues/43
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of its type system does not allow the ascription of precise types and often resorts
to type Dynamic [Greenman 2020, section 5.4.4]. Code with type Dynamic has fewer
constraints to check at run-time—and much less information to track in the blame

map.

3. Vitousek, Swords, et al. [2017] use small benchmarks. Four have since been retired
from the official Python benchmark suite because they are too small, unrealistic, and
unstable.® On the flip side, all the benchmarks in the GTP suite are larger than the
official Python benchmarks. Reticulated Python runs the translation of the smallest
GTP benchmark in approximately 40 seconds without blame but times out after 10

minutes with blame.

More work on Transient blame is needed to make an informed decision about its prospects

as a viable production-level approach.

5.8.6 Threat: Different Languages, Different Types, Different Checks

The results described in this chapter depend upon the language at hand; other languages
may have different type systems and different runtimes, each of which affect the errors and
accompanying messages that type-value mismatches produce. For instance, consider the
differences between Typed Racket (which we use in this chapter) and TypeScript (which is the
most popular gradually typed language available today). While the type systems of Typed
Racket and TypeScript are quite similar, their run-time safety checks differ significantly. The
former is well-known for its informative run-time error messages and stacktrace information
(due to its origins in education); the latter is a derivative of JavaScript, which famously

ignores run-time errors as much as possible and produces different stack traces than Racket.

6Release notes (accessed April 2024): https://pyperformance.readthedocs.io/changelog.html
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Hence, the results for an analogous study of TypeScript may make the Natural and Transient
semantics look much stronger than the Erasure semantics.

An attempt to replicate the experiment in the context of Typescript (or any other lan-
guage) is needed to clarify whether the conclusions of this work transfer from one linguistic
setting to another. This dissertation offers a blueprint and techniques to researchers that
would like to take up this challenge. While the ideas and techniques we use should be useful
for replication in any linguistic context, details such as the specific mutators that are relevant

and the adaptor implementation approach will vary across contexts.

5.9 Summary

The interviews of Tunnell Wilson et al. [2018] suggest that programmers prefer the run-time
checking of Natural over other soundness methods. But, the opinion of a random set of
programmers does not mean that blame assignment adds value. Similarly, researchers and
language designers have implicitly answered this question one way or another without evi-
dence for the blame-strategy dimension. The experiment presented in this chapter provides
some justification for the programmers’ leanings and helps language creators revisit their
decisions. Of course, the design choice remains a trade-off along several dimensions, and the
presented experiment sheds light on only one of them.

This chapter does not address a problem in the gradually typed world that was pointed
out early on by practical researchers [St-Amour and Toronto 2013; Feldthaus and Mgller
2014; Williams, Morris, Wadler, and Zalewski 2017] and that has recently received theoreti-
cal attention [Campora and Chen 2020; Greenman, Felleisen, and Dimoulas 2019]: mistakes
in type annotations themselves. Developers use gradual typing to move an untyped code

base into the typed realm, and to this end, they need typed APIs for the vast repositories
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of already-existing libraries. Instead of converting the libraries themselves, language imple-
mentors merely create facade modules that import untyped functions and export them with
type annotations, like typed-pack-1ib in figure 5.1. With those facades, the compiler can
type-check typed modules, but these retroactive additions of types to a library may result
from a misunderstanding of the code. In short, any retroactively ascribed type may thus be
a mistake itself.

The cited evidence suggests that this scenario is quite common and largely unaddressed.
Hence, the next chapter applies the rational programmer framework to evaluate the prag-

matics of error information when mistakes occur in type annotations.
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CHAPTER 6
EXPERIMENT 3: GRADUAL TYPES AND BUGS IN TYPE
ANNOTATIONS

This chapter follows up on the prior chapter’s investigation to demonstrate how to close the
open thread of what the pragmatics of gradual types are in the context of debugging bugs in
type annotations rather than code. It is an adaptation of Lazarek, Greenman, et al. [2023]
and joint work with Ben Greenman, Matthias Felleisen, and Christos Dimoulas.

The chapter begins with the essential background on the problem of buggy gradual types
(sec. 6.1), instantiating the pieces of the framework (secs. 6.2-6.5), describing the results of

the experiment (sec. 6.6), and discussing them (secs. 6.7-6.8).

6.1 Background: Gradual Types Can Be and Often Are Wrong

The preceding chapter describes and compares the process of debugging with error informa-
tion provided by the three semantics for gradual typing in the face of type-level mistakes
in one’s code. However, the notion of migratory typing [Tobin-Hochstadt, Felleisen, et al.
2017]—which describes a process in which developers retroactively ascribe types to existing
codebases in the process of maintenance, extension, or reuse—inherently allows a quite dif-
ferent type of problem to arise, where type annotations themselves may contain mistakes. In
that setting, it is not necessarily clear that the gradual typed semantics’ error information
would be as useful in the original setting. The following subsections describe this different

setting and offer an intuition for debugging there.
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6.1.0.1 Wrong Gradual Types

TypeScript is the most well-known and widely-used implementation of gradual typing, with
over 500k dependent packages on GitHub.! It adds a syntax for optional type annotations to
JavaScript and a type checker for those annotations. Importantly, TypeScript programs mix
seamlessly with JavaScript libraries due to the DefinitelyTyped repository,? which supplies
crowd-sourced type interfaces for thousands of JavaScript libraries. More precisely, the
repository contains declaration files for the types of the exports of libraries, which the type
checker employs to confirm the (type-)consistency between the client and its libraries.

Unsurprisingly, the authors of these type interfaces, who are often not the authors of the
corresponding libraries, make mistakes. Indeed, academic researchers have published a fair
number of results identifying, analyzing, and cataloging these mistakes [Cristiani and Thie-
mann 2021; Feldthaus and Mgller 2014; Hoeflich et al. 2022; Kristensen and Mgller 2017b;
Williams, Morris, Wadler, and Zalewski 2017]. The problem is not unique to TypeScript.
Typed Racket, a language with a similar type system plus a crowd-sourced set of type in-
terfaces for libraries, suffers from similar mistakes, even in the run-time library [St-Amour
and Toronto 2013].

This situation raises a natural question:

How well does a gradual type system assist developers with diagnosing errors due

to mistakes in type interfaces for untyped libraries?

Formulated this way the question points once again to the differences between industrial

uses of gradual types and academic research. While the first insists on erasing types when

https://github.com/microsoft/TypeScript/network/dependents?dependent_type=PACKAGE (ac-
cessed July 2023)
’https://github.com/DefinitelyTyped/DefinitelyTyped
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the program runs, the second has investigated various approaches to run-time checking the
boundary between typed and untyped pieces of code.

As described earlier, TypeScript is an industrial product that erases types and thus does
not offer any special support to help programmers in the face of wrong type interfaces. The
point is to keep type annotations from interfering with performance, or as the TypeScript
website advertises, “TypeScript becomes JavaScript via the delete key” [Microsoft n.d.].

By contrast, academic implementations of gradual typing, (e.g., Typed Racket [Tobin-
Hochstadt and Felleisen 2006, 2010, 2008; Tobin-Hochstadt, Felleisen, et al. 2017] and Reticu-
lated Python [Vitousek, Kent, et al. 2014; Vitousek, J. G. Siek, et al. 2019; Vitousek, Swords,
et al. 2017]) compile types to run-time checks that aim to discover type-value mismatches be-
tween types imposed on untyped code and the latter’s actual behavior. Moreover, when such
run-time checking systems catch a type-value mismatch, they blame the boundary where a
type interface and an untyped value (closure, object, class) are out of sync. Like in the pre-
vious setting, the question is whether the blame information from the Natural and Transient
semantics offers useful hints, that is, hints that describe the cause of the mismatch and thus
assist the developer with the debugging task.

Figure 6.1 sketches a program that illustrates the differences among the three semantics
in the context of type interface mistakes concretely. The program is organized with a client-
interface-library architecture: the top third is the client side, the bottom third is the library

side, and there is a type interface in the middle. Specifically,

1. client/main (top left) is the untyped entry point of the program. It uses a library to

restructure some JSON user data and then summarizes part of the data.

2. client/summarize (top right) is a typed component that implements one helper func-

tion, summarize-ages. It works with the types that the type interface declares.



client/main : racket

(require json)
(require json-unpack-interface)
(require client/summarize)

;; read data, analyze
(define user-data
(json-unpack
(read-json "users")
"details"))
(define summary

(summarize-ages user-data))
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client /summarize : typed/racket

(provide summarize-ages)

(define-type UserInfo (HashTable String Any))

(: summarize-ages ((Listof UserInfo) -> Integer))
(define (summarize-ages user-data)
(define ages : (Listof Integer)
(for/list ([user-info (in-list user-data)])
(define age (hash-ref user-info "age"))
(cast age Integer)))
(apply max ages))

json-unpack-interface : typed/racket

(require/typed/provide json-unpack-1lib
[json-unpack (JSExpr String ->

(Listof (HashTable String JSExpr)))])

json-unpack-lib : racket

(provide json-unpack)

;; Find JSON objects mapped by ‘key‘, and convert them into

;; association lists

(define (json-unpack a-json key)

(define selected-objects (find-objects-with-key a-json key))
(map json-object->assoc selected-objects))

;5 Jjson-object->assoc :

JSExpr -> (Assoc String Any)

(define (json-object->assoc j) ....)

The type in json-unpack-interface does not match json-unpack’s actual type; see comments.

Figure 6.1: One program with an incorrect type interface, three interpretations.
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3. json-unpack-interface (middle) is the type interface (like those in DefinitelyTyped)

that declares types for an untyped library.

4. json-unpack-1ib (bottom) is the untyped library.

The type interface mistakenly declares that the result type of json-unpack is a list of hash
tables. A close look at the library—specifically the purpose statement of json-unpack-1lib—
shows that the function returns an association list. The client, however, has been pro-
grammed using the interface type because the client programmer has no knowledge about the
(possibly large) implementation of the library. That is, summarize-ages accesses user-data
as a list of hash tables.

With the Erasure semantics, the type-value mismatch causes the program to crash. A
safety check in the runtime fails while applying hash-ref in client/summarize, and the
resulting error informs the developer that hash-ref received something other than a hash ta-
ble. That error also carries a stacktrace to help the developer understand where it happened;
it has client/summarize at the top, followed by client/main. Thus the error information
suggests to the developer that there is a problem with the client.

With the Natural semantics, the json-unpack function from the type interface is wrapped
in a contract-proxy that enforces the interface-imposed types with dynamic checks and
tracks responsibilities for those types [Tobin-Hochstadt and Felleisen 2008; Tobin-Hochstadt,
Felleisen, et al. 2017]. Since the function comes from an untyped component, the proxy
assigns responsibility for its result type to the boundary between the type interface and
json-unpack-1lib. Analogously, since the function is exported to an untyped component,
the proxy assigns responsibility to the boundary with client/main for supplying argu-
ments of the appropriate types. Hence, when json-unpack returns from its application in

client/main, the proxy checks that the result is a list of hash tables, which fails, and it
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blames the type interface/json-unpack-1ib boundary.

Finally, with the Transient semantics, typed code is rewritten to verify the shapes of func-
tion arguments and results [Vitousek, Swords, et al. 2017]. The shape roughly corresponds
to the outermost constructor of a value; for example, a (Listof String) parameterized
type turns into a check that the argument is a list. Compound data is deconstructed via
function calls, so the contents of a value have their shape checked as the pieces are extracted.
Thus summarize-ages is rewritten to assert at the function-entry point that user-data is a
list and in the loop-entry point to assert that user-info is a hash table. The second check
fails and blames the boundary between client/main and client/summarize—suggesting a
problem in the client component.

Thus, when a developer debugs the code in figure 6.1, the chosen semantics matters,
because three different semantics deliver three different hints. How can these hints be used

to debug the program?

6.1.0.2 Debugging Type Interface Mistakes

The objective is to track down an incorrect type interface. To this end, a programmer can
exploit feedback from the gradual type system and the error messages it produces to modify
the program and obtain more information. The modifications aim to directly identify the
incorrect type interface or to make a change that provides new information.

The modification strategy is like the one presented in section 5.1.1.1, based on the theory
of gradual typing. The central blame theorem of gradual typing states that, assuming types
are correct, a blamed component must always be untyped [Tobin-Hochstadt and Felleisen
2006; Wadler and Findler 2009]. Therefore equipping that component with types should

either (1) allow the type checker to discover a mismatch between the type interface and the
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component or (2) result in a blame assignment of some other untyped component. In the
first case, the process has uncovered a flaw in the type interface.

Hence the programmer adds type annotations to a blamed component; re-runs the re-
sulting program if it type checks; and repeats this process until it obtains a program that
does not type check. By testing this process on a large corpus of realistic scenarios, we can
collect data about how blame information aligns with the theoretical predictions that inform
its design. Those scenarios where blame information translates eventually to a static type
error constitute evidence that validate the design rationale behind the semantics; scenarios
where the programmer does not obtain useful hints from blame about how to further modify
the program form examples where blame information does not live up to its intended role.

To make this discussion concrete, take a second look at the program in figure 6.1. Under

the Natural semantics, the program terminates with this error:

json-unpack: broke its own contract
promised: hash?
produced: ’(("age" . 42) ....)
in: an element of
the range of
(-> any/c any/c (listof (and/c hash? ....)))
contract from: (interface for json-unpack)
blaming: (interface for json-unpack)
(assuming the contract is correct)

at: json-unpack-interface

The key to deciphering the error message is the phrase “interface for json-unpack.” It
says that the Natural semantics has discovered a type-value mismatch between the untyped

json-unpack and the declaration of its type in json-unpack-interface, the type interface
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of json-unpack-1lib.

The information clearly identifies the problem: json-unpack’s result type doesn’t match
the values it actually returns. A programmer may deduce that the type in json-unpack-
interface must be wrong, for instance based upon the warning “assuming the contract
is correct”, or by knowing that the underlying untyped library has been in use for a long
time. To analyze the issue and conclude for sure what is going on, the programmer may
attempt to construct the function’s correct type from the source of json-unpack-1ib or
submit a bug report to the developers of the type interface.

A simpler process can indirectly simulate this outcome as well. Specifically, the program-
mer acts on the phrase “assuming the contract is correct” in the blame assignment issued
by the Natural semantics and temporarily gives the interface the benefit of the doubt. That
is, the programmer assigns blame to json-unpack-1ib. In response, it adds types to this
library, mimicking a programmer that attempts to provide a type interface for the library. Of
course, equipping json-unpack-1ib with type annotations allows the type checker to stati-
cally identify the mismatch between the correct type in json-unpack-1ib and the incorrect
one in the interface.

If the programmer were to use the Transient semantics instead, the process would fol-
low the same pattern, only using Transient’s flavor of blame instead. With Transient,
the original program terminates with blame on the boundary between client/main and
client/summarize. The programmer therefore equips client/main, the untyped of the
two, with types and runs the resulting program. That, in turn, terminates with blame on
the boundary between json-unpack-1lib and the type interface. Again the programmer
gives the interface the benefit of the doubt, annotates json-unpack-1ib, and reaches a type

error.
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A programmer using Erasure is out of luck. The Erasure semantics exclusively relies on
the safety checks and failure messages of the untyped language, mostly stacktraces. The
programmer must therefore interpret the trace as blame assignment; a straightforward in-
terpretation is to select the topmost untyped module to annotate. The Erasure semantics of
the original program is a stack identifying first client/summarize and then client/main.
Equipping client/main with types does not produce a type error, and since the types are
simply erased, the additional annotations do not change the exception information. In short,
the programmer using Erasure is stuck at this point.

In sum, essentially the same debugging process from section 5.1.1.1 appears to be appli-

cable in the face of type interface mistakes as well.

6.2 The Hypothesis for Type Interface Mistakes

Section 6.1.0.2 describes how, based on an intuitive understanding of blame, to translate
errors from a gradual type system into the location of type interface mistakes by adding type
annotations. This process consists of following error-provided hints through the program,
adding types to the components guided by the error information from the system. Eventually,
the new annotations allow the type checker to discover the problem statically.

This chapter describes a rational programmer experiment that tests the hypothesis that
this process is generally able to translate gradual typing error information into a static error

identifying type interface mistakes. Specifically, the hypothesis is that

for a program containing a type-interface mistake, adding type annotations guided

by the error information available reliably leads to a static type-checker error.

To test this hypothesis, according to the outline of the method from chapter 2, we must
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lay out a procedure that precisely captures the debugging process. The next section describes

it in detail.

6.3 The Procedure for Type Interface Mistakes

The procedure in this setting is exactly the same as the preceding chapter. Furthermore,
this chapter’s experiment requires all the same modes as the preceding chapter. That said,
there are subtle differences in the definition of the modes, so their definitions are provided

in full.

6.3.1 The Type Migration Lattice

Like chapter 5, we follow Greenman [2023], Greenman, Takikawa, et al. [2019], and Takikawa,
Feltey, et al. [2016] to describe the set of all possible type migrations with a lattice. The
lattice describes the space in which the modes of the rational programmer search for bugs.
Once again, however, there is a minor difference between the lattices traversed by the rational
programmer in this experiment compared to those of the preceding chapter.

Just like in the preceding chapter, we define configurations of program P as a set of those
components in P that are typed. However, in this setting, one of the typed components, Z,
plays the role of the (wrong) type interface between the library and its clients as described
in section 6.1.0.1. Since this component is always typed, we exclude it from the set of
components that describe a configuration. Hence, the bottom of L]P] is the empty set, the
top one consists of typed versions of all components in P (except Z). The configurations in

between these two extremes determine the mixed-typed variants of P.
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6.3.2 How to Make Comparable Rational Programmers

Just like in the preceding chapter, a blame trail is simply an ascending chain of configu-
rations of P starting at a debugging scenario. Unlike the preceding chapter, however, any
configuration in this setting sq of L[P] can be a debugging scenario.

While extending the trail, the rational programmer eventually encounters a scenario s,

that is the end of the trail. In this setting, there are three such cases:

1. When the rational programmer reaches a scenario s,, where the type checker rejects the
program, the rational programmer has managed to identify the source of the type-value

mismatch. The trail ends in success. See section 6.1.0.2 for an example.

2. Due to the actual implementation of the experiment, the rational programmer may
succeed in a different way. Namely, running s, may terminate with a run-time type
error that identifies a boundary between the type interface Z and itself. This situation
may arise because the implementation realizes type interfaces as three modules: two
typed ones surrounding an untyped adapter module. Section 6.5.3 explains this design

and its rationale in detail.

3. When the trail ends because the run-time error from s, does not identify one of the
untyped components of P or the components of Z, the rational programmer has failed.
In essence, the trail goes cold and provides no further hints about how to migrate the

program in order to get additional information about the type-value mismatch.

Besides this difference in the termination of blame trails, the modes of the rational

programmer are defined in essentially the same way as in the preceding chapter.
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6.3.2.1 The Natural Rational Programmer

This experiment uses the same definition of Natural blame trails as the preceding chapter.

Mode definition: Natural blame
A Natural blame trail is a sequence of scenarios sg,...S, of a program P such

that for all 0 <i<n-—1, s; C s;41 and

\ {blame[P, s;]|} if (the program for) s; produces blame
Si+1 \ Si =
{exceptionyra 1P; i)} otherwise

where

1. blame[P, s] denotes the component (of P) that s blames under the Natural

semantics, and

2. exceptionygua [P S| denotes the first untyped component in the stacktrace
produced by s under the Natural semantics.
6.3.2.2 The Transient Rational Programmer

Just like the preceding chapter, we define two interpretations of Transient’s multiple blame:

one that selects the first untyped component in the blame sequence, and another that selects
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the last. The definitions are the same as before, reproduced here for completeness.

Mode definition: Transient first blame

A Transient-first blame trail is a sequence of scenarios sq,...s, of a program P

such that for all0 <1 <n—1, s; C s;11 and

{first[multiblame [P, s;]||} if s; produces blame
Sit1 \ 8 =

{exceptionpansient [P Si]}  otherwise
where
1. first[multiblame [P, s]] is the first untyped module that Transient adds to

the blame sequence for s under the Transient semantics, and

2. exception pansient 12> S| denotes the first untyped component in the stacktrace

produced by s under the Transient semantics.

Mode definition: Transient last blame
A Transient-last blame trail is analogous to a Transient-first blame trail, but

selects the last untyped module from multiblame [P, s;] that Transient adds to

the blame sequence rather than the first.

6.3.2.3 The Erasure Rational Programmer

In contrast to the Natural and Transient semantics, the Erasure semantics produces no blame

information. The only kind of error information from Erasure is a stacktrace, so the Erasure
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rational programmer has a single exception mode.

Mode definition: Erasure
An Erasure trail is a sequence of scenarios sy, ...s, of a program P such that for

all0<i<mn-—1,s Csiy1 and s;i1 \ $; = {exceptiong,,ere [P, Si] }-

6.4 The Experiment in Precise Terms

6.4.1 Success, Failure, and Usefulness

As the Natural rational programmer extends a blame trail it may encounter a scenario that
does not type-check or blames Z in P. Both situations mean that the rational programmer
has located the source of the bug in P. The blame trail ends in success. In contrast, a
Natural blame trail ends in failure if the rational programmer reaches a scenario that does
not reveal the bug statically, yet its terminating exception also does not point to an untyped
module (either as blame information or as part of the stacktrace information). Thus the

rational programmer has no further hints on how to continue the search for the bug.

Definition: A Natural blame trail sy, ...s, in a lattice L[P] is successful iff
error[P, s, = Z or (the program for) s, does not type check,
where error [P, s,] is the component identified either by blame or exception in-

formation produced by s, under the Natural semantics.

A Natural blame trail so, .., s, in a lattice L[P] is failing iff s,, type checks and

the trail cannot be extended further.

Just like the preceding chapter, we define a Natural exceptions mode to serve as a baseline
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against which to judge the usefulness of blame.

Mode definition: Natural exceptions
A Natural exception trail is a sequence of scenarios sy, ...s, of a program P such

that for all 0 <i<mn—1,s; C siy1 and s;11 \ $; = {exceptionyaura [P Si] }-

With this baseline, the usefulness of Natural blame boils down to the comparison between

Natural blame trails and Natural exception trails that start at the same scenario sq, just like

the preceding chapter.

Definition: Given a program P and a debugging scenario so in L[P], Natural
blame is more useful than Natural exceptions for debugging so iff the Natural

blame trail that starts at sy is successful while the Natural exception trail that

starts at sqg is failing.

Likewise, we define a baseline mode for Transient blame trails and use it to define the

corresponding usefulness of Transient blame.

Mode definition: Transient exceptions

A Transient exception trail is analogous to a Natural exception trail, but using

the Transient semantics rather than Natural.

The definition of success/failure and usefulness of the two interpretations of Transient

blame are obvious adaptations of the definitions for Natural, so we omit them here.

6.4.2 Experimental Questions

We can now state the experimental questions in precise terms:
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1 Is blame information useful in the context of Natural for type interface mistakes?
Q> Is first-blame useful in the context of Transient for type interface mistakes?
Q3 Is last-blame useful in the context of Transient for type interface mistakes?

Q. Is blame in the context of X more useful than blame in the context of Y for type

interface mistakes (where X, Y in [Natural, Transient, Erasure])?

In terms of the space of experimental questions of table 3.1 (page 27), @)1 through Q3
capture the first column of questions, and (), the second column, with information from the
third column (i.e. debugging effort) being a useful tie-breaker—all the same as the preceding
chapter.

Since the questions and experimental setup at a high level are the same as the preceding
chapter, the procedure for answering them is also the same. Rather than repeating it all
here, it suffices to recall that the process to answer these experimental questions boils down

to the following plan:
1. create a large and diverse corpus of debugging scenarios;
2. collect the blame trails for each mode of the rational programmer;

3. compare the successes and failures of each mode’s blame trails.

6.5 Obtaining Debugging Scenarios with Type Interface Mistakes

While there are plenty of wrong type interfaces for untyped libraries in the wild, they are
not a suitable basis for a corpus of debugging scenarios. In addition to a library and a wrong

type interface, a debugging scenario consists of clients that interact with the library as if
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the type interface were correct and in such a way that the type-value mismatch manifests
itself. However, no curated collection of such buggy programs with client-interface-library
architecture exists.

To create a corpus of such debugging scenarios, we proceed in four steps. First, we identify
a diverse set of fully-typed correct Racket programs as the seed for the scenario corpus
(section 6.5.1). These programs can be naturally split into components that implement a
library, a thin component that plays the role of the library’s type interface, and the library’s
clients that interact with the library through the interface. This architecture matches the
needs of our experimental design. Second, we mutate each seed program to inject mistakes
into its type interface. Historically, though, mutation analysis does not provide mutators
for types. We therefore invent type mutators and validate their effectiveness (section 6.5.2).
Third, we add dynamic adaptors to each mutated program so that client components interact
with the program’s library according to the mutated type interface rather than the original
one (section 6.5.3). Just like the preceding chapter, all these adapted mutants have the
same migration lattices because they all share the same type-able components, and these
lattices can be computed in a straightforward manner from the type annotations of their
corresponding fully-typed seed program. Finally, we sample the extensive space of generated
debugging scenarios in much the same way as the preceding chapter to obtain a sufficiently

large and diverse but computationally feasible corpus for the rational programmer experiment

(section 6.5.4).

6.5.1 The Seed of the Scenario Corpus

Our starting point is the same set of programs as the last chapter: Greenman, Takikawa,

et al. [2019]’s GTP collection of Typed Racket programs.
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In their original state, however, the ten chosen programs are not suitable for generating
debugging scenarios. Specifically, they lack dichotomous client and library sides, with a
type interface component between those. It is easy, however, to identify library and client
portions in all of them and to modify them to consolidate the connections between the two
in a new type interface component.

While a simple modification of the GTP programs thus suffices to obtain programs with a
client-interface-library architecture, many of the resulting type interfaces lack the key feature
of interesting type declarations. In particular, they cannot include data structure definitions,
i.e., the type for Racket’s structs. The reason is that structs in Racket are by default gen-
erative, and the type for a given struct is generated by its definition. Hence, on one hand,
the type interface cannot be their definition site because typically library components depend
on the data type too, not just the library’s clients. On the other hand, due to generativity,
the type interface cannot re-export structs from the library side because ascribing those
types would duplicate the data type definitions, creating new and incompatible types. In
sum, as Greenman, Takikawa, et al. [2019] describe, data types used by multiple components
must reside in a so-called adaptor module. Greenman’s adaptor modules make it impossible,
however, to mutate the data type definitions, a kind of mutation that is an essential ingre-
dient for the generation of non-trivial debugging scenarios. With this mutation, the library
equipped with a type interface and its client components get different views of the same data
type.

Fortunately, Racket offers a work-around that is applicable to most of the chosen pro-

grams.® The key is to change all structs to so called pre-fabricated structs. These are

3Unfortunately, this change is not feasible for the acquire, kcfa, and suffixtree programs; contracts
generated by Typed Racket for prefabricated structs result in impractical slowdowns for those programs.
Hence, we use adaptor modules and do not mutate their data type definitions.
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non-generative data types which are equivalent to any other pre-fabricated data type with
the same structure. In other words, a pre-fabricated struct allows every component that
uses instances of the data type to re-declare its type definition. Thus, the type interface may
also contain definitions for the data types, which opens up their mutation for the creation

of incorrect views for client components.

6.5.2 Mutating Interface Types

With suitable seed programs in hand, we use mutation to transform them into debugging
scenarios. Recall that in a debugging scenario, the type interface ascribes an incorrect type
to some value(s) that cross from the library to the client components. Therefore turning
the seed programs into debugging scenarios requires mutating type annotations in their type
interfaces.

Standard mutation operators are useless for this purpose, for they mutate code rather
than types. Instead, we develop a new set of operators targeting the language of types. The
goal of these new operators, listed in table 6.1, is to make small syntactic changes to a type
interface so as to create an inconsistency between the mutated interface and the actual types
of library components. The operators’ design draws inspiration both from the authors’ own
experience in making mistakes in type specifications and their observations about mistakes
students make in a variety of programming-oriented courses.

Table 6.1 presents the mutators:

e The first two capture the generic situation where the programmer has accidentally
used the wrong type in some place, for example, ascribing (Integer -> String) to a
function from Integer to Integer. Rather than arbitrarily picking an alternative type,

these mutators use the type Any to generically represent some other (incompatible) type
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Table 6.1: Summary of mutators

name description example

base->Any swaps a base type with | Integer — Any
Any

composite->Any swaps a composite type | (List Player) — Any
with Any

arg-swap swaps two of a func-| (A B C -> D)

tion’s (or method’s) ar-| — (C B A -> D)
gument types

result-swap swaps two of a func-| (A -> (Values B C D))
tion’s (or method’s) re-| — (A -> (Values C B D))
sult types
struct-swap swaps two of a struct’s| (struct pair ([id : Natural] [content : String]l))
field types — (struct pair ([id : String] [content : Naturall))
class-swap swaps two of a class’s| (Class (field [id : Natural] [content : String]l))
field types — (Class (field [id : String] [content : Naturall))

than the one originally in the same place at the interface.

e The second pair, arg-swap and result-swap, correspond to the specific mistake when
the programmer forgets the proper order of positional arguments or results of a function

and thus puts the types in the wrong order.*

e The last two swap fields in a structure type or class type definition.

6.5.2.1 Are These Mutators Interesting?

The answer has two distinct dimensions. The first is a philosophical dimension. It questions
how these mutators correspond to the mistakes programmers actually make or encounter
in type interfaces. The second is a technical one, namely, whether the mutators create

variants of GTP programs whose type interfaces ascribe the wrong type to values such that

4In Racket, expressions may produce multiple values. Typed Racket’s type language therefore supports
describing the types of each result in function types.
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a program-run signals a type-related exception.

Along the first dimension, these mutators effectively simulate the kinds of mistakes that,
according to recent work by Hoeflich et al. [2022] and Williams, Morris, Wadler, and Zalewski
[2017], actually appear in DefinitelyTyped type interfaces. For instance, Hoeflich et al. [2022]
found that one of the most common mistakes is the misspelling of field names in record types.
This mistake means that clients attempt to access a non-existent field, only to find out that
it is missing. In JavaScript this failed access results in undefined, a special and useless
placeholder. The base->Any and composite->Any mutators simulate this scenario as they
transform field types, thereby rendering the field unusable by client components. Similarly,
the typical off-by-one function arity mistake is simulated by transforming the last argument
of a function’s type to the opaque Any type, because in JavaScript missing arguments are
filled in with undefined opaque values.

Along the second dimension, it is necessary to run the mutants produced by the mutators
in order to understand their quality. Unsurprisingly, our mutators do not always create
type interfaces that cause type-value mismatches. For example, replacing a type with Any
typically causes a type error, because Any is the top type encompassing all types, but not
always. Fortunately, the GTP benchmarks make it easy to check whether a particular mutant
is ill-typed. Specifically, if the mutation introduces a type-value mismatch, the type checker
signals a static type error for the top configuration of the migration lattice for the mutant.
This type error identifies the mismatch between the interface and the corresponding library
component.

Once an ill-typed mutant is identified, the next step is to confirm its suitability as a source
of debugging scenarios. A type-value mismatch alone may not change the run-time behavior

of a program. For instance, the mismatch may be in the type of a function that is never used.
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The Natural semantics provides an appropriate filter for such mismatches. Since Natural is
a complete monitor and signals strictly more errors than Transient or Erasure [Greenman,
Felleisen, and Dimoulas 2019], it guarantees to signal an error if the type-value mismatch
affects the program’s behavior. We therefore further select only those mutants for which the
Natural semantics signals an error in the bottom configuration of the migration lattice.
After all, any error arising while running this configuration must be due to a contract re-
sulting from the type interface, because those types are the only ones enforced. That said,
this choice introduces a small degree of bias against the other semantics, which sections 6.6
and 6.7.1 quantify and discuss.

All told, the mutators create just under one thousand mutants from the ten selected
GTP programs. Of those around 400 are ill-typed, and 294 have observable changes in
dynamic behavior. Hence we end up with 294 suitable mutants for the rational programmer
experiment.

Figure 6.2 illustrates that these mutants form a diverse population, capturing a wide
array of mistakes in many different shapes of types. Each bar depicts the number of mutants
where the mutation falls into the category named on the x-axis. The categories correspond to
a path down the spine of the mutated type, from the outermost level down to the location and
specific change introduced. For example, the category (-> struct base) collects mutations
that change the base type (to Any) of a struct field which is the argument or result of a

function type.

6.5.3 Adapting Mutants to Debugging Scenarios

Mutating the type interface of the GTP programs alone does not suffice to create interesting

debugging scenarios. In particular, since the programs are correct with respect to the types
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60

path tag | meaning
base | a base->Any mutation
composite | a composite->Any mutation
fun-swap | a arg-swap or result-swap mutation
struct-swap | a struct-swap mutation
class-swap | a class-swap mutation
struct | in a struct field type
-> | in a function argument or result type
class-mtd | in a class method type
— typedef | in a type definition
container | in a data structure type (e.g. Listof)
class-fld | in a class field type
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Figure 6.2: Type mistakes captured by final mutant population.

of the original interface, mutating the interface creates a disconnect between the client com-
ponents and the types described by the mutated interface. Figure 6.3 illustrates the problem
with a simplistic example. While the interface has been mutated to swap the argument
types of £, the client uses f according to its original type. An interesting debugging scenario
requires, however, that the client’s code aligns with the mutated interface types. Fixing this
mutation-induced discrepancy represents the key technical challenge for the design of our
rational programmer experiment.

We solve this challenge with the introduction of mutation adaptors. Conceptually, a
mutation adaptor adjusts the client to align with the mutated type interface. From an

architectural perspective, it is an interposition layer between the mutated interface and the
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client : t/r ti : typed/racket e racket
(require ti) (require/typed/provide lib (provide f)
;; arguments are swapped (define (£ ch n)
(f #\c 5) [f (Integer Char -> Integer)]) (+ (char->integer ch) n))

Figure 6.3: A simple program illustrating the need for adaptors.

client side of the program, and it consists of a typed and untyped part:

1. a variant of the original type interface, with which the client interacts.

This variant imports the adaptor module and re-exports all elements at the original and
correct type. It thus decouples the clients from the mutated interface. Specifically, this
type interface ensures that all client components type-check according to their existing

type annotations from the GTP benchmark suite.

2. the untyped flow-adaptor module between the original interface and the mutated one.

The flow adaptor adjusts the flow of values at run time from the original type signatures
to the mutated ones, respectively. It simulates a client that uses an exported value

according to the mutated type.

The behavior of flow adaptors is specific to the mutation of the type interface. For
swapping mutators, the flow adaptor swaps the values of concern. For mutators that
replace types with Any, the adaptors replace the corresponding value with an opaque

sealed value to represent a value of unexpected type.

In short, the faulty type interface in a debugging scenario consists of three modules: the
mutated type interface, the flow adaptor, and a variant of the original type interface.
Let us return to the example in figure 6.3. Adapting this program requires the injection

of: a function that swaps the Char and the Integer argument to adjust the flow of values; the
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mutated type interface; and the modification of the original type interface to import values

from the flow adaptor. The diagram in figure 6.4 represents the result of these modifications.

client : t/r ti : typed/racket i o macdket
(require ti) (require/typed/provide adaptor (provide f)
;5 original argument order (define (f ch n)

(f #\c 5) [f (Char Integer -> Integer)]) (+ (char->integer ch) n))
adaptor : racket mutated-ti : typed/racket
(require mutated-ti) A (require/typed/provide 1lib
(define wrapped-f (A (ch n) (f n ch))) ;; arguments are swapped
(provide (rename-out [wrapped-f f])) [f (Integer Char -> Integer)])

The adaptor creates the wrapper function wrapped-f and exports it as f, so that the rest of the
components are oblivious to the wrapper. The adaptor and the two interfaces (in blue) form the
actual interface of the library in the debugging scenario for the purposes of the experiment.

Figure 6.4: Adapting the program of figure 6.3.

While adaptors for the swapping mutators have a fairly obvious rationale, those for
base->Any and composite->Any demand some explanation. The point of replacing a type
with Any is to hand the library a value of a completely unknown and unexpected type. The
existing library code cannot deal with such a value, and it signals an error when it uses any
elimination operations on such a value. The flow adaptors therefore simulate this situation
by placing the value of the mutated type in an opaque container, ensuring that the library
is unable to inspect or use it in any way.

Implementing these program modifications—specifically the flow adaptors—is mostly
straightforward. The experiment framework generates flow adaptors that boil down to either
swapping or sealing. Technically speaking, the framework exploits Racket’s support for in-

terposition through impersonators and chaperones [Strickland, Tobin-Hochstadt, et al. 2012]
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or makes adapted copies of values. The one exception to this approach are mutations that
swap class and object fields. Since Racket does not provide a mechanism for interposing on
field accesses, we manually changed the benchmarks to make all external field accesses go
through new getter and setter methods for which Racket does offer interposition features.
This manual change does not affect the behavior of the programs.

Finally, we can return to the remark (2) in section 6.3.1 (page 130). The program
modifications described here do not affect the generation of the migration lattice. Recall
that the lattice of a GTP program is built from the components that are either typed or
untyped. And, as specified in section 6.3.1, the construction of the lattice ignores the type
interface, which in this experiment consists of the mutated type interface, the flow adaptor,
and the variant of the original type interface. Consequently, the lattices for all mutants are

exactly the same as the lattices of the corresponding original program.

6.5.4 Sampling Debugging Scenarios

The 294 usable mutants across the selected GTP programs yield over two million different
mutant x configuration pairs, which are the debugging scenarios that the rational program-
mer can explore. Hence, to perform the experiment within a feasible time-frame, we must
once again sample this scenario space to obtain a reduced yet representative population.
We follow the same stratified random sampling approach as in chapter 5, using the same
stratification criteria, with only minor differences to account for the difference in setting.
We again filter out trivial scenarios, where the type checker directly identifies the type-value
mismatch between the mutated interface and the library. Such trivial scenarios come about
whenever the configuration uses the typed variant of a library component that provides a

value whose interface type has been mutated. In this situation, the type checker discovers
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the conflict between the type annotations of the library and the interface. As before, filtering
out the trivial scenarios results in a computable sub-lattice of the migration lattice, in which
no configuration contains a typed variant of the library component with faulty interface
types. Thus we sample 100 interesting scenarios from that sub-lattice per mutant, just like
the preceding chapter, this time arriving at a final population of 29,400 debugging scenarios

for the rational programmer experiment.

6.6 Results

We ran the experiment giving each debugging scenario a 10 minute timeout and a 6 GB
memory limit. In aggregate, following all trails required thousands of compute hours.

Figure 6.5 shows the high level success rate estimates of each rational programmer mode
for the debugging scenarios of the experiment. These success rates illustrate points that
form the basis of the rest of our analysis.

First, the Natural blame mode far outperforms all other modes: the rational programmer
that heeds blame information from the Natural semantics explores successful blame trails
in nearly 90% of the scenarios. Second, the next closest modes, both at nearly 70% of the
scenarios, are the two Transient blame modes. The Erasure mode follows close behind with
just under 65%. Finally, the Transient exceptions mode performs ever so slightly worse than
Erasure, around 5% worse than its corresponding blame modes. Nonetheless, they all far
outpace the Natural exceptions mode that is successful for only about 45% of the scenarios.
Clearly, there are significant differences in the utility of the error information the rational
programmer relies upon—across both the different semantics and sources of error information
within each.

Digging deeper into the causes of failed trails for each of the modes offers some insight
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Figure 6.5: Percentage rates of success.
into these differences. In the Natural blame mode, the rational programmer fails to reach a
static error in about 3,400 scenarios, all for the same reason, namely, running the scenario
results in an exception from the underlying language rather than blame. In the absence of
blame, the Natural blame mode falls back on stacktrace information to make progress; in
these scenarios, however, the stack contains no untyped modules in the program, giving the
rational programmer no indication of where to look next, so it is stuck.

Similarly the stacktrace information does not help the Natural exceptions mode in about
15,000 scenarios. Of those, 3,400 scenarios are the same as those that stymie the Natural
blame mode. In around 11,500 additional scenarios the Natural run-time type checks do
signal a type-value mismatch, but the Natural exceptions mode ignores the blame informa-
tion, and the stack is unhelpful. This is not altogether surprising, however, because the
checks likely occurred while a value of incorrect type passed across the boundary of the type
interface; at that point, the only modules likely to be on the stack are client components.
None of the client components (in any of the benchmarks) can ever cause a mismatch to

be statically detected, since the mismatch is by construction between the interface and one
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or more library components. Thus, in the setting of this experiment, the Natural checks
produce unhelpful stack information most of the time.

The two Transient blame modes fail in the same ways, spread over a few broad causes.
Principal among them is unhelpful stack information, accounting for just under 6,500 failures.
More interestingly, over 1,000 failures occur because Transient checks fail to detect the
mismatch at all: the program completes (most probably with incorrect results). Finally,
around 600 scenarios end in failure when Transient checks signal an error, but Transient
blame is unhelpful. Specifically, the blame sequence is empty. The corresponding scenarios
are instances where Transient’s collaborative blame algorithm fails due to a fundamental
limitation in tracking blame for built-in higher order functions. Chapter 5 describes the
exact same problem in greater detail.

Finally, the Erasure mode fails in two ways: either the stacktrace information available
from the exceptions of the underlying language are unhelpful, or the program terminates
without any error. Unhelpful stacktrace information account for 8,700 of the Erasure mode’s
failures, and the program terminates with no error information in 1,200 of the scenarios
(again, likely with incorrect results).

Figure 6.6 gives a head-to-head account of the success rates of the modes to shed light on
the comparative utility of the sources of error information available to the rational program-
mer. Specifically, the figure names one plot per mode, where the plot compares the estimated
percentage of scenarios where the named mode uses more (and less) useful information than
each mode named along the x-axis. For instance, the top left plot illustrates that there are
no scenarios where any of the other modes have more useful information than Natural blame
mode for the same scenario. And while the Natural exceptions mode performs the worst in

terms of overall success rates, the bottom left plot clarifies that there are in fact scenarios
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Each plot compares the mode named above the plot to every other mode. The green bars above
0 depict the estimated percentage of scenarios where the named mode has more useful
information than the other. The red bars below 0 conversely depict the estimated percentage
where the named mode has less useful information. The upper bound margin of error is 0.08%.

Figure 6.6: Head to head usefulness comparisons.
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Figure 6.7: Trail length distributions per mode.
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where the Natural exceptions mode is more successful than each of the other modes except
for the Natural blame mode.

These results offer answers to the experimental question from section 6.4.2. Concretely,
we can answer question (); in the affirmative: blame is useful in the context of Natural.
There are a wealth of scenarios where the Natural blame mode improves over the Natural
exceptions mode, and none to the contrary; indeed, the same is clear for the Natural blame
mode compared to all others, answering the (), questions concerning the Natural blame mode
as well. Questions ()2 and ()3 are similarly answered in the affirmative, though there is a
tiny proportion of scenarios where Transient exceptions improve over each interpretation of
Transient blame. Both Transient blame modes improve over Erasure in a small proportion
of scenarios, and the converse is only true in a tiny proportion. Thus the (), questions
concerning Transient and Erasure can be answered in favor of Transient’s blame, though not
by much. However, neither Transient blame mode appears preferable over the other.

The length of successful trails helps to clear some of that uncertainty. Figure 6.7 depicts
the distribution of trail lengths for each mode, where each bar is also colored according to
the proportion of successful and failing trails. The main takeaway from this data is that the
Q. questions about Transient first and last blame can be answered slightly in favor of the
last blame interpretation, since it has a significantly higher proportion of successful trails

with length zero.

6.7 Lessons Learned

An intuitive understanding of the rational programmer’s workings is instrumental to inter-
preting the aggregate results of the previous section. Figure 6.8 provides a detailed account

of one scenario from the GTP program synth, which offers a useful illustration of how each
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Figure 6.8: An example scenario from synth, with the trails that each mode explores.
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mode of the rational programmer works. The top left of the figure illustrates the program’s
dependency graph, and the rest of the figure details the trails that each mode explores.

In this scenario, the type interface has been mutated so that the type of an Integer field
in an Array data structure definition is replaced with Any. Locating this mistake takes the
modes of the rational programmer on five different paths through the migration lattice of
the (adapted) mutant, illustrated in the top right of the figure.

The table in the middle of the figure details how each of those paths play out, step by
step. Each row of the table corresponds to a mode. Each column describes a point in the
trail, starting from the root debugging scenario, with the result of running the correspond-
ing configuration. The following column to the right then describes the configuration the
rational programmer examines next in response to those results, and the results of that new
configuration respectively; and so on. Finally, the OK? column summarizes whether the
trail ends in success or failure.

For instance, compare the first and third rows of the table. The first row, for the Natural
blame mode, shows that the root configuration results in blame on the array-struct module.
So the rational programmer types that module to obtain the configuration in the next column,
which does not type check. In contrast, the Transient-last-blame mode’s row shows that the
root configuration does not result in blame but in stacktrace information, where synth is
the top module. The rational programmer types that module, and the result of that new
configuration is blame on the type interface. Readers familiar with the Transient semantics
may wonder how blame can land on the interface, because it is a typed module. In fact,
due to the adaptation described in section 6.5.3, the interface really consists of two typed
modules sandwiching the untyped flow-adaptor module. This latter component is what

Transient blames, and we interpret that as successfully identifying the interface. In practice,
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this situation corresponds to one where there is an untyped library module in between the
buggy type interface and the typed library module that detects the mismatch, which would
be blamed, and which, once annotated, would make the mismatch apparent to the type

checker. Thus the two modes take different paths to success in this scenario.

6.7.1 Interpreting the Results

The experimental results suggest a few takeaways about the value of blame when types
are mistakenly ascribed in gradually-typed programs. First, the information from run-time
type checks—sans blame—is on the whole less helpful for the rational programmer than
the information that would have been available from (possibly later) exceptions from the
underlying language. This stands in contrast with chapter 5’s finding that gradual run-time
type checks offer the rational programmer comparable value to the regular safety checks of
the underlying language. Of course, in practice working programmers won’t know a-priori
if they have made a mistake in types or code, so the contrast raises the question of whether
run-time type checks without blame offer debugging value for working programmers.

Unlike run-time type checks without blame, those with blame offer clearly valuable in-
formation, across all semantics. However, specifically in the context of mistakes in interface
types, Natural blame outpaces that of Transient significantly. Indeed, figure 6.6 shows that
Natural blame offers better information than all other modes in large proportions of the
scenarios. In contrast, Transient’s blame information improves over Erasure’s stacktrace
information on some occasions and on others is worse, making it overall a marginal improve-
ment over Erasure.

While Natural with blame thus appears the most useful in terms of the debugging infor-

mation it offers, its high overhead is well-known to be prohibitive for use in deployment. At
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Figure 6.9: Estimated percentage rates of bug detection (i.e. halting with an error).

the same time, the more performant options that perform type checks at run time but with-
out blame do not appear to offer debugging benefits over Erasure. So what should a working
programmer do? The results suggest a dual strategy: use Erasure for deployment, and—if
available—a Natural blame debugging mode during reproduction and debugging of mistakes
discovered in deployed software. This strategy requires that not too many type-value mis-
matches go entirely unnoticed when using Erasure, and the data in figure 6.9 suggests that
is probably the case.

Figure 6.9 furthermore directly quantifies the effect of our choice to filter mutants using
the Natural semantics, illustrating that the resulting bias affects at most four percent of the
scenarios we test. In detail, the main way that this choice of filtering (sec. 6.5.2) biases in
favor of Natural is that with the Natural semantics we may include scenarios that Natural
is able to detect, but the other semantics cannot. If there were many such scenarios in our
results, it would raise the question of whether the experiment is even an apples-to-apples

comparison of error message quality—as opposed to bug-detecting ability. However, the
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proportion of these scenarios is significantly smaller than the size of the effects informing
our conclusions. To further underscore the insignificance of this bias, appendix C presents
the results of a reproduction of the experiment with a bias in favor of Erasure instead of
Natural; those results are at a high level identical to the preceding section, differing only by

small percentages.

6.7.2 Threats to Validity

The validity of these conclusions are subject to two categories of threats. The first category
of threats concern the experimental setup. Some of those are described in preceding sections,
namely: (i) the GTP programs we use may not be truly representative of all programs in
the wild; (ii) our synthetic type mistakes may not be truly representative of all mistakes
programmers make in ascribing types; and (iii) our adaptation of client-side behavior does
not match exactly the reality of program behavior with clients programmed against incorrect
type interfaces. While the design of the experiment attempts to mitigate these threats with
the careful design and analysis of the scenario generation (sec. 6.5), the reader must keep
them in mind when drawing conclusions.

The second category consists of external threats due to the philosophical underpinnings of
the experimental design. Most fundamentally, and just as in the other two experiments, the
rational programmer itself does not necessarily reflect the way real programmers use gradual
types or debug mistakes in type interfaces (sec. 4.7.2). Also like the prior experiment, the
results of this experiment do not necessarily translate directly to other gradually typed
languages, but the method of evaluation applies to any such other contexts (sec. 5.8.6). At

a more technical level, the experiment design assumes that the rational programmer can
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Figure 6.10: Estimated percentages of trails that succeed without typing library modules.

inspect and annotate library components, which real programmers may not be able to do

(sec. 6.7.3).

6.7.3 Threat: Typing Library-side Modules

In the experiment, the rational programmer opens up and ascribes types to library compo-
nents in the process of hunting down a type-value mismatch. When working programmers
find themselves in the same situation, however, it is far from clear that they would be willing
or able to do the same. This is especially relevant in settings like DefinitelyTyped, where
the library in question is some third-party package on npm. In that case, the programmer
relies on the authors of the type declaration file or the package to respond to a bug report
and pick up the search of the bug. While anecdotal evidence suggests that it is common for
programmers to issue bug reports, and type declaration and package authors to respond with
fixes quickly [Hoeflich et al. 2022], assuming that they do so all the time is an experimental
simplification.

Hence, the simplification naturally raises the question of what the results would look
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like if the rational programmer only modified client components. Figure 6.10 offers some
indication of the answer to this question based on the data already available. It depicts
the estimated overall success rates of each mode where the criteria for extending a blame
trail excludes adding types to library components. That is, the rational programmer fails
when error information points to a library component as the next point of focus of the
investigation.

This data draws a significantly different picture. While the Natural blame mode remains
by far the most successful, Transient-last-blame emerges here as the best alternative infor-
mation, and none of the modes using exception information, including Erasure, have any
success. This is not altogether surprising because, as discussed in section 6.6, even if stack-
trace information points to client components, adding types to client components can never
turn the type-value mismatch into a static type error.

This filter on the data does not tell the whole story, however. While it does suggest
that Natural blame offers the best debugging information in this setting too, and by a
significant margin, a followup experiment is necessary to see if that suggestion bears out for
true client-side rational programmer modes. For instance, a true client-side version of each
mode would simply filter library components from stacktrace information and pick the next
client component instead of failing when the top of the stack is a library component. Such
modes model programmers that question the correctness of type declarations and third-party
libraries as a last resort, and only after exhausting all possibilities that the problem stems

from their code.
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6.8 Summary

When it comes to detecting type interface mistakes, all semantics are essentially equally
good, at least for the programs under consideration here. When it comes to locating those
mistakes, however, the Natural-with-blame mode is the clear winner. In fact, it is the only
combination that seems to provide a significant edge over industry’s Erasure semantics.
All other academic semantics with blame offer limited benefits over Erasure at providing
debugging hints. And notably, academic semantics without blame fare no better, or even
worse, than Erasure.

Combining these observations with the results of the preceding chapter suggests that
in industrial gradually typed languages, such as TypeScript, Erasure seems to suffice for
deployment. But, these languages would also significantly benefit from a Natural-with-blame

development mode.
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CHAPTER 7
RELATED WORK

This chapter assesses related work along three different dimensions. First is the object-level,
encompassing related work on the objects of study in this dissertation, namely contracts,
gradual typing, and their error information. Second is the meta-level, referring to work re-
lated to the methods of this dissertation; that is, prior work on evaluating error/debugging
information as well as debugging strategies. Finally, the scenario construction for the experi-
ments of prior chapters employs or draws inspiration from a handful of Software Engineering
techniques that have storied research literatures. The rest of the chapter is accordingly

divided into three sections concerning each of these dimensions.

7.1 Contracts and Gradual Typing

7.1.1 Contracts

Eiffel is the first programming language to popularize the idea and practice of contracts with
the introduction of the “Design by Contract” methodology [Meyer 1991, 1992, 1988], which
systematizes ideas about using assertions to check function inputs and outputs (see Parnas
[1972]’s work). Findler and Felleisen [2002] use delayed checks to lift contracts to the world
of higher order functions, and introduce blame to pinpoint the component at fault when a
contract fails. This work has since led to a significant body of research on the design of higher
order contract systems; including support for various host language features [Degen et al.

2012; Greenberg et al. 2012; Hinze et al. 2006; L. Jia et al. 2016; Strickland, Dimoulas, et al.
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2013; Strickland and Felleisen 2009a], extensions of the contract system’s expressiveness and
its efficient implementation [Disney et al. 2011; Feltey et al. 2018; Findler, Guo, et al. 2007;
Greenberg 2015; Keil and Theimann 2015; Moy, Dimoulas, et al. 2024; Moy and Felleisen
2023; Scholliers et al. 2015; Strickland and Felleisen 2009b; Strickland, Tobin-Hochstadt,
et al. 2012; Swords 2019; Swords et al. 2018; Williams, Morris, and Wadler 2018], and
applications and extensions of contracts for checking properties beyond partial functional
correctness or in different ways [Dimoulas, Moore, et al. 2014; Heidegger et al. 2012; Moore,
Dimoulas, Findler, et al. 2016; Moore, Dimoulas, D. King, et al. 2014; Waye et al. 2017;
Xu et al. 2009; C. Zhang et al. 2022]. Alongside and intermixed therein is work on various
aspects of contract system semantics [Blume and McAllester 2006; Degen et al. 2008, 2010,
2009; Dimoulas and Felleisen 2011; Dimoulas, Findler, Flanagan, et al. 2011; Dimoulas,
Tobin-Hochstadt, et al. 2012; Findler and Blume 2006; Findler, Felleisen, and Blume 2004].

Within the space of work on the semantics of contracts, Dimoulas, Findler, Flanagan,
et al. [2011] define formal correctness criteria for blame called Complete Monitoring; this
constitutes an effort to evaluate the specialized debugging information of higher-order con-
tracts at a theoretical level. In particular, Complete Monitoring gives meaning to blame as
a view of the flow of the witness of a contract violation. However, this semantic definition
does not shed light on the practical relationship between blame and bugs in programs, which
is the aim of this dissertation. That said, this work has been a primary source of inspiration

for the hypotheses that we test.

7.1.2 Gradual Typing

Gradual typing has been a topic of research interest for nearly two decades, beginning with

several related seminal ideas: combining the benefits of static and dynamic typing in a sin-
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gle language [J. G. Siek and Taha 2006]; enabling a smooth, incremental transition from
a prototyping-friendly dynamic programming style to a maintenance-friendly type disci-
pline [Tobin-Hochstadt and Felleisen 2006]; safely interoperating between (different) dynamic
and statically typed languages [Gray et al. 2005; Matthews and Findler 2007, 2009]; and ex-
tending the flexibility of static specification analysis with the ability to offload checks to
runtime contracts [Knowles and Flanagan 2010]. These ideas have served as the foundation
for a significant body of research on and around gradual typing, including extending the
core idea to handle various language and type system features [Broman and J. G. Siek 2017;
Garcia and Cimini 2015; Igarashi, Thiemann, et al. 2019; Malewski et al. 2021; Miyazaki
et al. 2019; New et al. 2023; Rastogi, Chaudhuri, et al. 2012; J. G. Siek and Vachharajani
2008; Takikawa, Strickland, et al. 2012; Tobin-Hochstadt and Felleisen 2008; Toro and Tan-
ter 2017; Turcotte et al. 2020; Vitousek, Kent, et al. 2014; Wolff et al. 2011; Wrigstad et al.
2010; Ye and Oliveira 2023], and analyzing the performance of or efficiently implementing
runtime systems for gradual typing [Bauman, Bolz-Tereick, et al. 2017; Bauman, Bolz, et al.
2015; Campora, Chen, and Walkingshaw 2018; Campora, Khan, et al. 2024; Castagna et al.
2019; Chevalier-Boisvert et al. 2021; Greenman 2022, 2023; Greenman and Felleisen 2018;
Greenman and Migeed 2018; Greenman, Takikawa, et al. 2019; Greenwood-Thessman et al.
2021; Kuhlenschmidt et al. 2019; Moy, Nguyen, et al. 2021; Muehlboeck and Tate 2021;
Richards, Arteca, et al. 2017; J. Siek, Thiemann, et al. 2015; Takikawa, Feltey, et al. 2016;
Vitousek, J. G. Siek, et al. 2019] — including notably Feltey et al. [2018], who introduce and
evaluate a significant optimization that is actively used today in Typed Racket.

Another direction for understanding and improving the performance of gradual typing
explores different semantics for typed-untyped interaction. Chapter 5.1 introduces the Nat-

ural, Transient, and Erasure semantics in-depth, but the literature describes a wide array of
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other semantics as well. Pyret [Developers 2018] assigns fixed-size data types the Natural
semantics and functions a Transient semantics. The Amnesic [Greenman, Felleisen, and Di-
moulas 2019] semantics is similar to Transient but uses wrappers instead of in-lined checks,
and Greenberg [2015)’s Forgetful and associated semantics perform several variations of this
strategy. Nom [Muehlboeck and Tate 2017] and other concrete semantics [Rastogi, Swamy,
et al. 2015; Richards, Arteca, et al. 2017; Richards, Nardelli, et al. 2015; Wrigstad et al.
2010] assume that every value comes with a type tag and use tag checks to supervise the
interactions between typed and untyped code. The semantics derived with the Abstracting
Gradual Typing technique [Garcia, Clark, et al. 2016] are variants of Natural. The Mono-
tonic semantics [Kuhlenschmidt et al. 2019; Rastogi, Swamy, et al. 2015; J. Siek, Vitousek,
et al. 2015; Swamy et al. 2014] differs from Natural in the treatment of mutable data; it asso-
ciates every heap location with a type and rejects updates that lower the precision of types.
Threesomes and coercion/cast semantics [Almahallawi 2020; Herman et al. 2010; J. G. Siek
and Wadler 2010] describe versions of Natural’s wrapping semantics that collapse multiple
wrappers to achieve space efficiency. In response to the large variety in these semantics
and their different trade-offs [Gierczak et al. 2024] along many dimensions, Greenman [2020,
2022] explores the properties and benefits of combining semantics that do deep checking
(like Natural), shallow checking (like Transient), and none at all (like Erasure) in a single
language, controllable by the programmer.

The various choices made by these different semantics affect the debugging information
they produce. Prior work studies (some of) those differences only from a theoretical perspec-
tive [Greenman, Felleisen, and Dimoulas 2019]. Aside from Natural and Transient (sec. 5.1),
only the Amnesic, Nom, Monotonic, and Threesomes semantics present interesting blame

strategies. Amnesic offers a kind of precise blame in the style of Natural, achieved through
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limited wrappers, but on the basis of Transient-style shallow tag checks instead of deep ones,
and also has tunable knobs (e.g. how much history to track) that can affect the quality of
blame. Nom has a nominal type system for an object-oriented language that offers a kind
of blame that identifies one (failing) cast from type dynamic to some incompatible type —
where compatibility means membership in the expected-type’s inheritance hierarchy. Mono-
tonic similarly offers a kind of blame that identifies two casts of a mutable reference to
incompatible types. Also similarly, Threesomes identifies a (failing) cast in the source pro-
gram between two incompatible types — where compatibility means having a well-defined
join point in a precision lattice of types. The experiments in this dissertation exclude the
first and last of these (Amnesic and Threesomes) because they are purely theoretical con-
structions, the second (Nom) because it imposes severe restrictions on programmers, and
the third (Monotonic) because it would require an impractical re-engineering of the Racket

runtime.

7.1.3 Type Mistakes in Gradual Typing

There are significant bodies of adjacent literature related to mistakes in type annotations. In
particular, a number of papers investigate the prevalence of mistakes in gradual types, their
theoretical underpinnings, and proposing approaches to detect and repair them [St-Amour
and Toronto 2013; Campora and Chen 2020; Cristiani and Thiemann 2021; Feldthaus and
Mgller 2014; Greenman, Dimoulas, et al. 2023; Greenman, Felleisen, and Dimoulas 2019;
Hoeflich et al. 2022; Kristensen and Mgller 2017b; Williams, Morris, Wadler, and Zalewski
2017]. While none of this work offers a systematically curated collection of type mistakes
and their fixes suitable for experiments like those of this dissertation, their observations have

been a primary source of inspiration for the mutation operators we define in chapter 6.
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7.2 Evaluations of Debugging Information and Strategies

7.2.1 Fault Localization

The well-established area of fault localization is related to this dissertation at a methodolog-
ical level insofar as work in this space evaluates debugging information or (semi-)automated
procedures for locating bugs. The origins of fault localization (FL) go back to the interactive
debugging approach of Shapiro [1983], and modern automatic FL research build on the work
of Agrawal [Agrawal 1991; Agrawal et al. 1995] and Jones et al. [2002], who use comparisons
of successful and failing executions of a program to deduce a set of likely faulty program
statements. There is also a connection from these ideas to types and type checkers in an
extensive body of work on the accuracy of type checker error messages, the foundations of
which are summarized by Heeren [2005], and a significant group of work about helping pro-
grammers debug type errors in statically typed settings [Becker et al. 2016; Chen and Erwig
2014; Pavlinovic et al. 2014; Seidel, Jhala, et al. 2016, 2018; D. Zhang and Myers 2014], in-
cluding notably Wu and Chen [2017]’s finding that a significant portion of such errors arise
from incorrect type annotations.

While this dissertation does present strategies for locating faults, it expressly does not
aim to propose a technique for FL. The goal is rather to analyze blame from a pragmat-
ics perspective that connects semantics with real buggy programs, and use this analysis to
evaluate the design of contract systems and semantics for gradual typing with respect to the
debugging information they offer. Whether the blame shifting procedures presented in this
dissertation could inform practical debugging strategies for developers to follow while de-
bugging, or be implemented in tools supporting debugging, are questions demanding further

research.
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Besides the procedures themselves, the main methodological connection with the afore-
mentioned work might be through the methods by which they evaluate their proposed FL
techniques. In this respect too, however, this dissertation does not propose an evaluation
method for FL. Intent aside, there are also differences in approach between this work and
standard FL evaluation methods. The standards set by the prior-mentioned seminal works
consist primarily of metrics or scores describing how frequently the tools report the true
bug location in various suites of student assignment solutions. Popular metrics in the lit-
erature include: notions of accuracy [Pavlinovic et al. 2014] (how syntactically close the
suggested location is to the true bug’s location); precision and recall [Loncaric et al. 2016;
Seidel, Sibghat, et al. 2017; D. Zhang and Myers 2014; D. Zhang, Myers, et al. 2015] (what
proportion of the suggested locations are bugs / what proportion of bugs the tool locates);
proportion of bugs located in the top N suggestions [Chen and Erwig 2014] (for tools that
suggest multiple, usually ranked, possible locations); and yet others [Wu, Campora III, et
al. 2017]. The other main evaluation method involves testing tools with real developers
in user studies, supporting a richer scope where information may not be directly accurate
but nonetheless useful for some cognitive processes [Lerner et al. 2007; Seidel, Jhala, et al.
2016, 2018; Seidel, Sibghat, et al. 2017]. These evaluations therefore differ substantively in
approach as well as goal (analyzing a FL tool vs connections between language design and

error messages) as compared to this dissertation.

7.2.2 User Studies Investigating Pragmatics and Debugging

More broadly, the literature includes a wealth of user studies aiming to understand devel-
oper efficiency, the usability of tools, and various diverse aspects of developer process while

programming; of those, user studies around debugging appear to be the most relevant to
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this dissertation. Specifically, there are user studies investigating developer use of error mes-
sages and debugging tools or the debugging process broadly (e.g. Barik et al. [2018], Kume
et al. [2016], Marceau et al. [2011Db], Reichl et al. [2023], Silva et al. [2018], and Soremekun
et al. [2023]). Notably, Marceau et al. [2011a] proposes a general rubric for evaluating the
effectiveness of error messages for novice programmers based on their behavior in response
to a message. Also notable, Schwerter [2023] proposes a slicing-based debugging aid for
gradually typed programs and evaluates it with a user study. These user studies contribute
an important lens of understanding the practical realities of software engineering and de-
bugging, however it is of an entirely different (and complementary) nature to the focus of
this dissertation. In particular, those studies examine the behavior of human programmers,
with the goal of better understanding how they think and interact with debugging tools
or information. In contrast, this dissertation studies how language features and designs af-
fect the quality of debugging information produced by programs—quality as judged by the
idealized blame-shifting procedure—with the goal of understanding the effects of linguistic
design choices within this scope of debugging information. The connection from that goal to
programmers is therefore tangential; the results of this dissertation’s evaluations show that
procedure to be reliably successful using blame in our test programs, suggesting that the
procedure itself may be a useful tool for explaining (teaching) the meaning of blame in terms
of concrete examples. Ultimately however, this dissertation does not draw any connections

from its results to developer behavior.

7.3 Methodological Inspirations for Scenario Generation

The scenario corpus generation processes described in this dissertation draw upon two well-

studied techniques from the Software Engineering literature: mutation and software compo-
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nent adaptation.

All of the experiments of chapters 4-6 obtain faulty programs using mutation. Research on
mutation testing began with the work of DeMillo, Guindi, et al. [1988] and DeMillo, Richard
J. Lipton, et al. [1978] and Richard J Lipton [1971], and has since seen significant interest
in the field of software engineering. Y. Jia and Harman [2011] provide a cogent overview of
the history of mutation testing, its prevalent techniques, and its limitations. While mutation
testing was first developed in the context of imperative programming languages, Le et al.
[2014] describe the application of mutation testing techniques to higher order functional
programs and demonstrate its effectiveness. However, the applicability of mutation testing
techniques to generate faults in place of real faults in research is not immediately clear, and
the kinds of faults generated by mutation are often quite distinct from those in real programs,
as described by Gopinath, Jensen, et al. [2014]. On the other hand, Just et al. [2014] describe
the traditional use of mutation testing for fault injection, and provide empirical evidence that
such faults effectively simulate real faults in the context of test suite evaluation.

Finally, chapter 6’s debugging scenario construction incorporates techniques from soft-
ware component adaptation [Keller and Holzle 1998; Métzel and Schnorf 1997]. The idea of
component adaptation is to reuse existing components in a software system for new purposes,
adapting the component to the new interface or to provide new functionality by creating an
adapter layer implementing the required changes. The motivation is that developers can
thus reuse software components (reducing duplicated work and maintenance burden) while
still maintaining separation of concerns and without needing to modify the original com-
ponent (and possibly introduce bugs in along the way). The adapter layers of chapter 6
are essentially an application of this idea, but instead of adding functionality, our adapters

change the original component’s behavior in small ways to match the type mutations we
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introduce in the component’s type interface.
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CHAPTER 8
CONCLUSION

In summary, this dissertation provides arguments in support of the thesis, restated from

chapter 1:

Evaluating the pragmatics of debugging with contracts and gradual types, with
the rational programmer, provides evidence that contract-based semantics and

blame are useful for debugging.

As primary evidence in support of the thesis, the prior chapters describe the design, im-
plementation, and results of three experiments evaluating the pragmatics of debugging with
contracts and gradual typing. In the case of contracts (chapter 4), the rational programmer
helps reveal that while carefully-designed blame information does live up to its hypothesized
debugging benefits, primitive stacktrace information appears to do so nearly as well. In
the case of gradual typing, the evaluation results suggest that when mistakes occur in code
(chapter 5), the specialized error information of academic approaches provides marginally
better debugging help. In the case of gradual typing when mistakes occur in type annota-
tions (chapter 6), however, the results suggest that the special error information does offer
valuable debugging help.

At the meta level, these results demonstrate the value of the rational programmer method
and point to several directions for future investigations. The following subsections consider

a few such directions.
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8.0.1 Future Work
8.0.1.1 Do the Results of These FExperiments Apply to TypeScript?

Despite the strong similarities between the type systems of Typed Racket and TypeScript,
it remains open whether the insights concerning the former—from chapters 5 and 6—apply
to the latter, too. Confirming them in that setting presents an obvious line of future work
starting from the results in this dissertation; in particular, this kind of evaluation is nec-
essary to fully understand how the Natural and Erasure semantics can work together in
practical implementations of gradual typing. Such an investigation requires a new backend

for TypeScript and another rational programmer experiment.

8.0.1.2 More Realistic Notions of Cost

Future work should refine the cost aspect of the rational-programmer investigation, specifi-
cally cost as in developer time. The rational programmer, as instantiated in this dissertation,
does not account for the actual time spent on detecting and locating bugs. That is, the ra-
tional programmer makes no distinction between identifying the bug in ten seconds or ten
hours. Instead the investigations crudely approximate developer time with the number of
type-annotation steps, which in particular hides the reality that some components are easy
to annotate and others are not. Furthermore, they do not consider how early in a program’s
execution a mistake is surfaced, despite the common wisdom that reporting mistakes early
rather than late in a long-running program has significant practical benefits. In short, adding

dimensions of time to a rational programmer investigation should become a high priority.
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8.0.1.3 How Does Blame Fare with Modal Checking?

A classic developer request in the face of the performance overhead of contracts is a way to
disable contracts in production. Dimoulas, Findler, and Felleisen [2013] suggests a more prin-
cipled approach than a manual switch called option contracts, which support programmati-
cally disabling and enabling contract checks. An extension of this idea is to define modalities,
which are declarative policies for checking contracts alongside the contracts themselves. An
open question, however, is how such policies for occasionally skipping contract checks affect
the detection of bugs and the value of blame and stacktrace information, as well as the per-
formance impact of contract checking. An adaptation of the evaluation of chapter 4 could
incorporate performance measurement as well (using the framework of Takikawa, Feltey,

et al. [2016]) to investigate this type of question.

8.0.1.4 How Does Blame Fare with Buggy Contracts?

Along the lines of the pragmatics question that chapter 6 targets, an open question fol-
lowing the results of chapter 4 is whether and how blame from contract systems may offer
useful information in programs with buggy contracts. This is an interesting and challenging
direction for future work, because unlike in the setting of gradual types, there is no type
checker to call out mismatches between correct and incorrect contracts. Consider for exam-
ple a program with a buggy function argument contract; even at the top of the configuration
lattice for the program, blame from that contract never points to the module providing the
function with that contract. Of course, the designers of contract systems are aware of this
possibility, and so all blame messages in Racket bear the warning “assuming the contract is
correct.” A debugging procedure that accounts for possibly-buggy contracts is therefore not

a straightforward adaptation of those presented in this dissertation. At the very least, we
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conjecture that it would need to heed both blame and this warning in some kind of balance,
perhaps incorporating some common-sense heuristics to translate or reinterpret blame based

on extra information in the error and higher-level knowledge of the program structure.

8.0.1.5 Formalizing the Blame Shifting Process in Terms of Decision Theory

This dissertation uses several variations on the relatively simple, deterministic blame shifting
algorithm for locating bugs using various possibly-unreliable sources of information, the
essence of which is inspired by the theory of blame. An interesting direction for future work is
to formulate the task instead on the basis of decision theory, framing the rational programmer
as a rational actor in the decision-theoretic sense. This alternative framing would allow,
among other things, calculating theoretical upper and lower bounds on the successfulness
of different debugging strategies, which could serve as useful context for interpreting the
results of experiments like those in chapters 4-6. This is an attractive direction entailing
many challenges, not the least of which is understanding what aspects of the debugging

process and information can usefully be modeled as a decision problem.
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APPENDIX A
STRATIFIED PROPORTION ESTIMATION

The goal of chapters 4-6’s experiments are to estimate the proportion of scenarios for which
each mode succeeds, or the proportion or scenarios for which a given mode improves over
another. In statistical terms, this is the proportion estimation task, and since the experi-
ments sample scenarios using stratified random sampling, there is a particular procedure for
calculating the proportion estimate and margin of error that takes advantage of stratifica-
tion. In detail, the algorithm for calculating an estimate of the proportion of a population

satisfying some property, denoted p, based on a stratified set of samples is as follows.

1. Calculate the sample proportion within each group or stratum h, denoted py,:

Pn =

3|@
> &

where y;, is the number of samples satisfying the property in stratum h and nj, is the

total number of samples in stratum h.

2. Calculate the overall sample proportion by weighting each stratum’s proportion ac-
cording to the size of its sample:
p= Zh %ph

where n is the total number of samples: n =), n.

3. Calculate the variance of each stratum’s estimate, denoted s2:

Nh

Si = nh—lph(l - ph)

4. Calculate the variance of the overall proportion estimate, denoted s:

2
= (Zu MR = 8h)
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where N is the size of the total population, across all strata, and N}, is the size of each

stratum’s population.

5. Calculate the margin of error using the standard error, with a confidence level of 95%,
denoted M E:
ME =z x /52

where z is the z-score for a 95% confidence level: 1.96

To generalize this calculation to multi-tiered proportion estimation, we calculate propor-
tion estimates from the leaves of the stratification tree (see figure 4.8) upward. That is, we
treat each level of grouping as a single stratification, starting from mutants, and use the
overall sample proportion p as p;, for the next level up. In detail, we perform the following

sequence of calculations.

1. Calculate the proportion estimate and variance across the mutant strata according to

the above procedure; call them p,, and s2,.

2. Calculate the proportion estimate and variance across the mutator strata according to

the procedure, using each p,, as p, and s2, as s7 above; call them py and s3,.

3. Calculate the proportion estimate and variance across the source program strata anal-

ogously; call them pp and s%.

4. Calculate the final, overall proportion estimate p and variance and s? analogously, and

convert the variance to a final margin of error.
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APPENDIX B
REVISITING EXPERIMENT 2 WITH THE NATURAL BIAS

A reproduction of the experiment of section 5 with the alternative bias demonstrates that
the choice of bias does not significantly affect the section’s conclusions. Specifically, we
filter to select only scenarios that raise a run-time error under Natural. This appendix
lists corresponding versions of the result figures of section 5. At a high level, the first
takeaway is that the Natural-blame mode improves over all other modes in slightly more
scenarios (on the order of a few percent). Somewhat more interestingly, the exception modes,
including Erasure, improve over both Transient blame modes in about 5% more scenarios in
this variation. Thus Transient’s blame appears even less useful in comparison with simple
stacktraces, but only by a small measure. Otherwise, the overall comparative success and
usefulness comparisons follow the same basic patterns that inform the section’s discussion

and conclusions.
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% of scenarios successful

The upper bound margin of error is
0.02%.

Figure B.1: Percentage rates of success.
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Transient first blame
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Erasure
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Each plot depicts a head-to-head comparison of the mode named above the plot vs. every other mode.
The (green) portion above 0 is the estimated percentage of scenarios where the named mode is more
useful than the other. The (red) portion below 0 is the estimated percentage of scenarios where the
named mode is less useful than the other. The upper bound margin of error is 0.02%.

Figure B.2: Head to head usefulness comparisons.



196

Erasure Natural Erasure Transient Erasure Transient
blame last blame first blame

Natural Transient

Transient
exceptions exceptions exceptions

Each diagram shows the overlap of the successful scenarios for three modes. For example, in the
leftmost diagram, all three modes succeed on the same scenario 75.7% of the time, only Natural and
Natural exceptions succeed on 11.6% of the scenarios, only Natural and Erasure succeed on 1.8%, and
Natural alone succeeds on 9.2%. The upper bound margin of error is 0.02%.

Figure B.3: Blame usefulness analysis
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bound margin of error is 0.05%.

Figure B.4: Programmer effort
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Each plot depicts the distribution of scenarios with trail length differences ranging from -3 to 3. A
—x difference denotes that the first mode’s trail is x steps shorter than the second mode’s trail for
the same scenario; a positive difference denotes the inverse. A difference of oo indicates one mode’s
trail succeeds while other mode’s fails. The 15—60 on the y-axis indicates that the axis is truncated
between 15 and 60%. The upper bound margin of error is 0.03%.

Figure B.5: Effort comparisons
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APPENDIX C
REVISITING EXPERIMENT 3 WITH THE ERASURE BIAS

A reproduction of the experiment of section 6 with the alternative bias demonstrates that
the choice of bias does not affect the section’s conclusions. Specifically, we filter to select
only scenarios that raise a run-time error under Erasure. This appendix lists corresponding
versions of the result figures of section 6. The overall takeaway is that there are only minor
percentage-point variations between the results; the high level differences between modes
entirely mirror those of section 6.6.

100
90+
80+
70+
60+
50+
40+
30+
20+
10+

0

% of scenarios successful

The upper bound margin of error is
0.08%.

Figure C.1: Percentage rates of success.
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Each plot compares the mode named above the plot to every other mode. The green bars above
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0 depict the estimated percentage of scenarios where the named mode has more useful
information than the other. The red bars below 0 conversely depict the estimated percentage

where the named mode has less useful information. The upper bound margin of error is 0.08%.

Figure C.2: Head to head usefulness comparisons.
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Figure C.3: Trail length distributions per mode.

201



	Title Page
	Abstract
	Acknowledgments
	Table of Contents
	List of Figures
	List of Tables
	Introduction
	A First Taste of Contracts and Gradual Types
	Debugging with Contracts and Gradual Types
	Pragmatics
	The Rational Programmer
	Outline

	The Rational Programmer Framework at a High Level: Linking Semantics and Pragmatics
	From the Rational Programmer Framework to a Method for Debugging with Contracts and Gradual Types
	Making Automatable Procedures
	Designing a Rigorous Experiment
	Obtaining Scenarios for an Experiment

	Experiment 1: Behavioral Contracts and Behaviorial Bugs in Code
	Background: Contracts and Blame
	Debugging with Blame

	The Blame Shifting Hypothesis
	The Blame Shifting Procedure
	Capturing Contract Choices with the Configuration Lattice
	The Blame Shifting Procedure, Formally

	The Experiment in Precise Terms
	Success, Failure, and Usefulness
	Debugging Effort
	Experimental Questions

	Obtaining Debugging Scenarios for Contracts
	Starting Programs from the GTP suite
	Injecting Bugs with Mutation
	Sampling to make the experiment feasible

	Results
	A Weakness of Racket: Missing Protocol Contracts
	Buggy or Ill-Structured Benchmarks?

	Lessons Learned
	Threats to Validity
	Threat: The Rational Programmer is not a Human Programmer

	Summary

	Experiment 2: Gradual Types and Type-level Bugs in Code
	Background: Gradual Types
	Three Flavors of Gradual Typing

	Challenges
	The Hypothesis for Gradual Types
	The Procedure for Gradual Types
	The Type Migration Lattice
	How to Make Comparable Rational Programmers

	The Experiment in Precise Terms
	Success, Failure, and Usefulness
	Experimental Questions

	Obtaining Debugging Scenarios for Gradual Types
	The Experimental Benchmarks
	How to Mutate Code for Type-level Mistakes
	Are These Mutations Interesting?
	Sampling the Space of Debugging Scenarios

	Results
	Lessons Learned
	Interpreting the Results
	Threats to Validity
	Threat: Is the Definition of Interesting Scenarios Reasonable?
	Threat: Why Does Transient Lose Blame?
	Threat: Is the Transient Blame Assignment Mechanism Realistic?
	Threat: Different Languages, Different Types, Different Checks

	Summary

	Experiment 3: Gradual Types and Bugs in Type Annotations
	Background: Gradual Types Can Be and Often Are Wrong
	The Hypothesis for Type Interface Mistakes
	The Procedure for Type Interface Mistakes
	The Type Migration Lattice
	How to Make Comparable Rational Programmers

	The Experiment in Precise Terms
	Success, Failure, and Usefulness
	Experimental Questions

	Obtaining Debugging Scenarios with Type Interface Mistakes
	The Seed of the Scenario Corpus
	Mutating Interface Types
	Adapting Mutants to Debugging Scenarios
	Sampling Debugging Scenarios

	Results
	Lessons Learned
	Interpreting the Results
	Threats to Validity
	Threat: Typing Library-side Modules

	Summary

	Related Work
	Contracts and Gradual Typing
	Contracts
	Gradual Typing
	Type Mistakes in Gradual Typing

	Evaluations of Debugging Information and Strategies
	Fault Localization
	User Studies Investigating Pragmatics and Debugging

	Methodological Inspirations for Scenario Generation

	Conclusion
	Future Work

	References
	Stratified Proportion Estimation
	Revisiting Experiment 2 with the Natural Bias
	Revisiting Experiment 3 with the Erasure Bias

